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ABSTRACT

Power systems over the recent past few years, idergone dramatic revolution in
terms of government and private investment in wexiareas such as renewable generation,
incorporation of smart grid to better control arme@ate the power grid, large scale energy
storage, and fast responding reactive power soufd@s ongoing growth of the electric
power industry is mainly because of the deregufatad the industry and regulatory
compliance which each participant of the electogver system has to comply with during
planning and operational phase.

Post worldwide blackouts, especially the year 2@0&ckout in north-east USA,
which impacted roughly 50 million people, more atien has been given to reactive power
planning. At present, there is steady load growth ot enough transmission capacity to
carry power to load centers. There is less trarmamnisexpansion due to high investment cost,
difficulty in getting environmental clearance, atebs lucrative cost recovery structure.
Moreover, conventional generators close to loaderemare aging or closing operation as
they cannot comply with the new environmental priten agency (EPA) policies such as
Cross-State Air Pollution Rule (CSAPR) and MACT.eTkonventional generators are
getting replaced with far away renewable sourcesnefrgy. Thus, the traditional source of
dynamic reactive power support close to load cenitegetting retired. This has resulted in
more frequently overloading of transmission netwitr&n before. These issues lead to poor
power quality and power system instability. The jeon gets even worse during

contingencies and especially at high load levels.
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There is a clear need of power system static amardic monitoring. This can help
planners and operators to clearly identify severgingencies causing voltage acceptability
problem and system instability. Also, it becomepenative to find which buses and how
much are they impacted by a severe contingencys, Bufficient static and dynamic reactive
power resource is needed to ensure reliable oparati power system, during stressed
conditions and contingencies. In this dissertatemgeneric framework has been developed
for filtering and ranking of severe contingency.dit@nally, vulnerable buses are identified
and ranked.

The next task after filtering out severe contirges is to ensure static and dynamic
security of the system against them. To ensureesystobustness against severe
contingencies optimal location and amount of VAR murt required needs to be found.
Thus, optimal VAR allocation needs to be found whican ensure acceptable voltage
performance against all severe contingency. Thesideration of contingency in the
optimization process leads to security constraMA® allocation problem. The problem of
static VAR allocation requirement is formulated mglp. To determine optimal dynamic
VAR installation requirement the problem is solredlynamic framework and is formulated
as a Mixed Integer Dynamic Optimization (MIDO).

Solving the VAR allocation problem for a set of esy contingencies is a very
complex problem. Thus an approach is developedisgrwork which reduces the overall
complexity of the problem while ensuring an accblgaoptimal solution. The VAR
allocation optimization problem has two subparés interger part and nonlinear part. The
integer part of the problem is solved by branch hadnd (B&B) method. To enhance the

efficiency of B&B, system based knowledge is usedustomize the B&B search process.
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Further to reduce the complexity of B&B method,yos¢lected candidate locations are used
instead of all plausible locations in the netwdfFke candidate locations are selected based
upon the effectiveness of the location in improuing system voltage.

The selected candidate locations are used duriegofftimization process. The
optimization process is divided into two partstistaptimization and dynamic optimization.
Separating the overall optimization process into sub-parts is much more realistic and
corresponds to industry practice. Immediately afiter occurrence of the contingency, the
system goes into transient (or dynamic) phase, wban extend from few milliseconds to a
minute. During the transient phase fast actingrotlets are used to restore the system. Once
the transients die out, the system attains steiadly which can extend for hours with the help
of slow static controllers.

Static optimization is used to ensure acceptabitesy voltage and system security
during steady state. The optimal reactive powepcalion as determined via static
optimization is a valuable information. It's valdakas during the steady state phase of the
system which is a much longer phase (extendingourd), the amount of constant reactive
power support needed to maintain steady systemaglts determined. The optimal
locations determined during the static optimizateme given preference in the dynamic
optimization phase.

In dynamic optimization optimal location and amowftdynamic reactive power
support is determined which can ensure acceptednsient performance and security of the
system. To capture the true dynamic behavior of yem, dynamic model of system
components such as generator, exciter, load amtivegpower source is used. The approach

developed in this work can optimally allocate dymamMAR sources.
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The results of this work show the effectivenessthtef developed reactive power
planning tool. The proposed methodology optimallpcates static and dynamic VAR
sources that ensure post-contingency acceptablerpguality and security of the system.
The problem becomes manageable as the developeshappgeduces the overall complexity
of the optimization problem. We envision that theveloped method will provide system
planners a useful tool for optimal planning of istaind dynamic reactive power support that

can ensure system acceptable voltage performaricseanrity.
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CHAPTER 1. INTRODUCTION

1.1 Motivation

Power systems over the recent past few years, idergone dramatic revolution in
terms of government and private investment in wexiareas such as renewable generation,
incorporation of smart grid to better control arme@ate the power grid, large scale energy
storage, and fast responding reactive power soufdes ongoing growth of the electric
power industry is mainly because of the deregufatad the industry and regulatory
compliance which each participant of the electogver system has to comply with during
planning and operational phase.

In the recent past the power industry got its maxmuphill momentum to improve
its age old infrastructure. Some of the main reasweere the year 2003 blackout in Northeast
part of USA, and the economic crisis of USA in temar 2008. The post-mortem of year
2003 blackout identified several reasons for thechkbut which also included the lack of
dynamic reactive power sources in the system, ackl ¢f transmission capacity. In the year
2008, out of several reasons for economic crisig, af the reason was high oil price. Post
economic recession of 2008, the government of USAted to reduce its dependency on
imported oil. The government proposed a new reguilavhereby each state of USA has to
have certain percentage of electric generationelmgwable energy sources. To encourage
private investment in the area of renewable gemeréihe government provided incentives to
the private investors. This led to a big refornthie power industry and suddenly there was

lot of development in the area of wind and solamegation. The government also provided
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incentive to the utilities in the area of smartdgrrhe investment in the area of smart grid
was to make use of modern control and communicatgsources to better manage and
operate the age old electric power network. Moghefinvestment in the area of smart grid
is at distribution level and very little at transsion level.

The government incentive for developing renewaldaegation lured lot of private
investors. This resulted in a significant investiremd development of renewable generation.
The growth of renewable generation was a good dpwetnt but it also brought lot of
operational issues. One of the operational issiuelawhigh voltage problem. In USA there
is a big gap between installed generation and tné&asson capacity, the later being much less
than the former. In the deregulated electric powdustry, power system operators want to
make maximum use of the available transmissionagpal hereby, the transmission lines
are being operated very close to their thermaltéimihe high flow of current on long
transmission line leads to more reactive power.ldhat means that only a small fraction of
reactive power generated at a far away locatiomftbe load center can reach the load
center. This results in a low voltage at the loadter, which may eventually lead to system
voltage instability. This problem is a growing cent due to very less incentive towards
transmission line expansion because of politicdl famancial reasons. In addition to all these
problems there are contingencies in the system asdmne outage, transformer outage or
generator outage which lead the system to strdssetito the extent of collapse. These all
problems lead to instability of power system ane arthreat to reliable and secure power
delivery.

During a contingency, the system may experienceersevoltage dip problem,

delayed voltage recovery problem, voltage instgbdr complete voltage collapse. During
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past few decades, power industries all over theldvbave withessed voltage instability
related system failures. In 1965 Northeast blackioutNorth America, eastern coast
interconnection separated into several areas andili®n people were affected [1]. In the
August 14, 2003 Northeast blackout in USA, poweppdy to 50 million people was

interrupted and the financial losses were estimattiveen $4 billion and $6 billion U.S.
dollars [2], [3]. In order to ensure the reliakjland stability of power system proper control
action is needed.

To ensure acceptable system voltage performaneenditure of voltage problem
(static or dynamic) in the system is identified.d®rthe problem type is identified, system
planners have the option of using static and dyna#AAR sources to resolve them. To
address static voltage problem static VAR sourcespaeferred. The preferred approach to
address the issue of dynamic voltage instabilityn&allation of dynamic reactive power
support close to load centers or in between loagsmission lines. Installations of dynamic
reactive power device, under Flexible AC Transmisssystems (FACTS), to better operate
and control the transmission network is now coreideinder smart grid program.

Once the nature of voltage problem is identified #me type of VAR device needed
to provide reactive power support is selectednthé task is to identify the location to install
the VAR device and its amount. Transmission owm&st to ensure voltage security of the
system but with the minimum investment cost. Ineorit reduce the overall investment cost
of installing VAR sources its important to instdllem in such a location, where least VAR
amount is needed to ensure system voltage secag#inst all severe contingencies. At
present there is no industry grade tool for reacower planning which can solve the

optimal VAR allocation problem for a set of seveostingencies. Even to date optimal VAR
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allocation problem remains an open challenging leraband researchers both in academia
and industry are trying to address this compleXl@m. The problem is a complex one due
to its nonlinear nature, coupled with integer peol and due to its large size which is
proportional to the size of power system and thaler of severe contingencies.

The main motivation for the research work presemtethis dissertation is derived
from the real world problems observed by the posystem planners and operators. The
following are four major problems identified duritige study that require close attention:

1. Steady state voltage issues due to contingency rtiaat lead to voltage
collapse and shedding of load.

2. Voltage dip and slow voltage recovery after thdtfeucleared that may lead
to poor power quality, trip wind generators and stauction motors.

3. Enhancement of existing transmission capacity ealpemear major load
pockets to compensate the lack of transmissionresipa.

4. Inefficient and expensive VAR allocation due tokad industry grade tool.

1.2 Voltage Stability and Reactive Power Allocation

Like any other dynamical system it is advantagdoudassify power system stability
based upon physical phenomena. In the IEEE/CIGRibrtd4], classification of power
system stability is done based upon different gate Power system stability can be
classified based upon:

» Physical nature of instability: rotor angle stalilifrequency stability and voltage

stability.
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» Size of disturbance: small-disturbance stabilitpadd increase) and large-

disturbance stability (contingency).

» Time of stability: short-term stability and long+te stability

All the three above mentioned stability problems lead to system instability [5]. As
mentioned above voltage instability has been aeafiseveral blackouts worldwide [4, 5].
In this work, the focus is on voltage stabilityatd problem. The proposed definition of
voltage stability in [5] is:

Voltage stability refers to the capability of a pawsystem for maintenance of steady
voltages at all buses in the system subjected dstarbance under given initial operating
conditions.

Contingencies are a major threat to power systamilgy. In order to ensure system
reliability NERC (North American Electric Relialdyi Corporation)/WECC (Western
Electricity Coordinating Council) [6] has a minimurpost-disturbance performance
specifications with respect to voltage. During atomgency or disturbance, system may
experience voltage dip/swell [7]. Excessive voltageiation from normal permissible limit
may cause voltage collapse [8]. Reference [9] sumzea NERC/WECC voltage dip criteria
following a fault.

The WECC voltage dip criteria is specified as: @#) contingency, (B) an event
resulting in the loss of a single element, (C) &@resulting in the loss of two or more
(multiple) elements, and (D) an extreme event taspin two or more (multiple) elements
removed or cascading out of service condition$olmws:

* NERC Category A: Not applicable.

« NERC Category B: Not to exceed 25% at load buse2086 at non-load buses.
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Not exceed 20% for more than 20 c's at load buses.
« NERC Category C: Not to exceed 30% at any bus.tdbl@xceed 20% for mol
than 40 cycles at load bus
* NERC Category D: No specific voltage dip crite
Figure 1.1shows the WECC voltage perfornce parameters with the transi
voltage dip criteria clearly illustrated [6]. Agaiappropriate power system controls car

utilized to mitigate the pc-contingency transient voltage dip probl
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Figure 1.1Voltage performance parameters for NREC/WECC plagpstandard

The major challenge during a contingency is thatesy reliability and security
maintained without power interruption to consumérke challenge is to ensure that
system willremain robust even under such large disturbance.pbs-contingency system

transitionto new operating state should not violate dynanmgt$ and the new operatir
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point should be stable. Incase if this is not theecthen we need proper control action to
ensure that system limits are respected. Therenareommonly used control devices, static
such as Mechanically Switched Capacitor (MSC) amdachic such as SVC and other
FACTS devices. The static devices have a slow dsdrete response whereas dynamic
devices have fast and continuous response. In todake care of transient voltage dip and
short term voltage instability, use of dynamic desiis inevitable.

Mechanically switched capacitors cannot addresgtblelem of transient voltage dip
as they can not be switched on or off rapidly aedudently. Once the MSC is switched off it
can be switched on again only after a delay of &sonds. On the other hand FACTS
devices such as SVC can address this issue vapyeeffy. The different reactive power
support achievable from static and dynamic VAR esesris given in Table 1.1. The cost
comparison of static and dynamic VAR sources issshim Table 1.2. As can be seen from
Table 1.1 and 1.2 that cost of providing fast dymaAR support is higher than that of
static VAR support. In order to ensure the stabdimd reliability of the system for least cost
proper location and amount of VAR support shoulddbtermined. The problem of optimal
allocation of static VAR support is formulated axed integer non-linear problem and that

of dynamic VAR support as mixed integer dynamidroation problem.

Table 1.1 Capabilities of static and dynamic VAR sour ces.

Static VAR Dynamic VAR
Affect on steady state voltage Yes Yes
Affect on transient voltage No Yes
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Table 1.2 Cost comparison of static and dynamic VAR sour ces.

Static VAR (MSC at 230kV ) Dynamic VAR (SVC)

Variable cost

($ million/100 MVAR) 0.41 5.0
Fixed cost ($ million) 0.28 1.5
1.3 Objectives

The specific objectives of this research are oetlibelow:

* To develop an approach to identify severe contingsnand vulnerable buses
so that voltage prone areas can be outlined iméteork that need reactive
power support. Also, the degree and nature of geltaroblem is identified to
better understand the reactive power support reouents.

* To develop a methodology to better identify optirmadations with reduced
integer (location) optimization complexity.

* To develop a methodology for optimally allocatirtgte and dynamic VAR
source for a single contingency.

* To develop a methodology with reduced complexitydptimally allocating
static and dynamic VAR source for multiple sevepatmgencies considered

simultaneously.
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1.4 Contribution of this Dissertation

The research work presented in the dissertatiomasivated by the issues and
problems faced by system planners in managing éadolepsystem voltage and security. The
following are the major original contributions &iig dissertation:

1. This dissertation introduces a systematic methapolby integrating the
information obtained from static and dynamic analy$or optimally
allocating static and dynamic VAR sources. Thigiltssin optimal allocation
of static and dynamic VAR sources and enables coated use of static and
dynamic VAR sources. This minimizes the overall antoof installed VAR
sources and maximizes their overall utilization.

2. A methodology is developed to reduce the optimiratproblem size by
considering only a smaller but relevant set of seveontingencies and
focusing on areas prone to voltage problem. Tohas) geverity indices based
upon static and dynamic voltage response has brepoged and used.

3. A methodology to reduce the complexity of locati@mteger) problem has
been developed. First, out of all plausible logaion the network only few
but most effective candidate locations are seleeted used in the integer
optimization. Second, to solve the integer probieetl known B&B method
is used. To increase the efficiency of B&B whildvaag the integer problem,
customization of the solver is done.

4. To ensure acceptable system voltage performanceyatelm security optimal
VAR allocation needs to be done by consideringsaNere contingencies

simultaneously. By considering all severe contirges simultaneously the
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problem size and thereby the complexity of optirtiaza problem increases.
To address this issue, an optimization framewogt@posed which solves the
problem in two phases.

5. Developed an approach for dynamic VAR allocatiomptetely in dynamic
framework where the problem is formulated as mixeteger dynamic
optimization. To solve the DO problem efficient rengal techniques are

implemented.

1.5 Thesis Organization

This dissertation is organized as follows:

Chapter 2, presents a methodology for assessingngencies which cause steady
state voltage problems, power quality and shorhteoltage problem. Thus at first from a
list of credible contingencies, the contingencidgclv are not severe are filtered out. Then
the severe ones are ranked in terms of their sgvé&dditionally buses that are impacted by
contingencies are identified and ranked in termghafir vulnerability. Thus, a general
framework for filtering, ranking and assessing aaggncies is given in this chapter. This
chapter also presents a methodology to select @atedcontrol locations that are used as an
input to integer (control location) optimizationhd candidate control location is selected by
the information obtained from dynamic and statialgsis.

In Chapter 3, a detailed account of the steadie steactive power planning tool

developed in this work to find the optimal alloceti of static VAR source has been

presented. The overall static optimization (SO)bpem is solved in two phases. In first
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phase i.e. PHASE1, the optimization problem is edlisy considering only one contingency
at a time. In PHASE1 dominant contingencies aratiied and solved out of all the severe
contingencies. The PHASE1 problem is formulateM#$LP problem. To solve the integer

part of MINLP problem B&B method is used. The B&Bethod is customized based upon
the nature of the problem to increase its efficgeriche output of PHASE1 gives optimal

locations and rough estimate of VAR amount requéeimin second phase i.e. PHASEZ2, all
the severe contingencies are considered simultahe@nd the VAR amount found in

PHASEL1 is refined to achieve optimal amount.

In Chapter 4, the dynamic reactive power planmaud proposed in this work to find
the optimal allocation of dynamic VAR source hasrm@resented. During this analysis, the
optimal location information obtained from stati@éR allocation results is incorporated. The
optimal locations determined in static VAR allooatiare given preference during the
dynamic VAR allocation process. The overall mixateger dynamic optimization (MIDO)
problem is solved in two phases. In first phase RHASEL, the optimization problem is
solved by considering only one contingency at atiin PHASE1 dominant contingencies
are identified and solved out of all the severetiogencies. The output of PHASE1 gives
optimal location and a rough estimate of VAR amorgguirement. In second phase i.e.
PHASEZ2, all the severe contingencies are consideradltaneously and the VAR amount
found in PHASEL is refined to achieve optimal antoun

Finally, the conclusions from the analysis of ttiissertation are presented in Chapter
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CHAPTER 2. CONTINGENCY ANALYSISAND CANDIDATE

VAR LOCATION SELECTION

2.1 Introduction

Due to competitive electricity market and less mtoges of transmission expansion in
the recent years, power system operation has betogdy stressed, unpredictable and
vulnerable [10]. For a stressed system more coeticigs may become severe and system
becomes more vulnerable to frequent voltage ingtalproblem to the extent of complete
voltage collapse [11, 12]. Reference [4] gives IE@Hinitions on voltage instability and
collapse. Voltage instability is divided into lotgrm and short term voltage instability
respectively. In long term, the aim is to ensureeptable steady state voltage after the
occurrence of contingency or due to varying loadshort term the operators encounter
dynamic limitations prior to steady state limitho® term voltage instability problem is
growing with increase in induction motor loads atglaces where HVDC links weak areas
[13, 14, 15]. This has necessitated a deeper asatysshort term voltage instability in
addition to long term voltage instability analysiShe problem of power quality gets
aggravated after large disturbance; such as lindngency; which may cause large voltage
dip resulting in stalling of induction motors, m@beration of protection devices especially
zone 3 relay [16, 17]. In recent years; blackouwsuaing throughout the globe [18] and
increased power quality problem [19], has attraateoke attention from power system

planners.
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This work addresses the issue of contingency assegsscheme for steady state
voltage problem, and especially for voltage dip ahdrt term system security problem. It is
crucial to understand dynamic impact of contingenaysystem voltage profile. The vital
point in voltage instability study is to determittee risk level or severity of each voltage
contingency. Ranking severe contingencies out eflibie ones based upon their impact on
system voltage profile will help planners in denglithe most effective preventive action
before system moves towards instability. Dynamicugséy assessment deals with the
determination of contingencies causing power syshemt violations such as transient
voltage dip, unacceptable low voltage duration anghort term system instability.

In steady state analysis, mostly contingency selecilgorithms are based on real
power flow limits. The commonly used DC power flasvused to screen and rank voltage
contingencies based upon line overloading due migency [20, 21]. As DC power flow
could not address the issue of voltage w.r.t. reagiower so AC power flow was used to
address that issue.

After the occurrence of a contingency, the systéatesis transferred to transient
state, where bus voltage has a dynamic behaviotting®domain methods are used for
dynamic analysis to accurately observe and andhleeehavior of system and voltage in
particular w.r.t. time. Eigenvalue sensitivity ayg$é has been proposed in literature for
voltage contingency ranking [22, 23], but they swbjected to error due to approximation by
the first two terms of Taylor series. This sendiianalysis is based on dominant eigenvalue,
but in [24] it showed that severe voltage contirgges can change dominant eigenvalue and
singular value position. Thus, monitoring dominaigenvalue/singular value of base case in

sensitivity analysis can result in ranking erroos $evere voltage contingencies. Thus the
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problem of efficiently filtering and ranking congencies for voltage problem in DSA
framework still remains an area of improvement egsarch.

Incase of power quality, to compare the severityalfage violation due to different
contingencies, dynamic performance criteria esshbli by NERC/WECC [9] is used for
ranking. In this work, we focus on the problem ghdmic voltage contingency ranking
w.r.t. both Contingency Severity Index (CSI) andsBiulnerability Index (BVI). Defining
appropriate classification methodology for filtegirand severity measures (performance
indices) for ranking are difficult in dynamic framerk and still an area which is yet to be
explored deeply. Time-domain methods can be usatagsify contingencies into “severe”
and “non- severe” with respect to a given perforoeaariteria. They can certainly compute
stability limits; but at the expense of prohibitiwemputing times.

As power system is huge so there are a large nuailzeedible contingencies which
need to be analyzed. Thus, for dynamic contingdil®ring and ranking there are two
important aspects. First, to reduce computatiomaé tfor contingency filtering. Different
researchers have addressed this problem and hadetdr reduce computational time by
taking advantage of computer hardware such aslga@mputing [25] and distributed
computing [26]. Others have tried to reduce detaggstem model to a simplified one; to
save computational time, but at the sake of acgurBwo, the methodology which is used
for filtering and ranking of contingencies shoulé laccurate and efficient i.e. zero
misclassification and false alarm rate.

The filtering and ranking process is divided intblocks: first block for filtering
and second for ranking of severe contingencieswilsbe discussed in section I, this

structure yields a unified approach for contingefiitgring and ranking:
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i) same time domain method is used to filter, and mtingencies.

i) information obtained from filtering block is usemlrank severe contingencies

based upon their order of severity.

iii) buses are ranked in order of their vulnerabilitgoatingencies.

Once contingency assessment is done for staticamaimic security, the next task is
to decide appropriate control location from whereventive/corrective control action needs
to be taken. The basic framework of the proposedimgency analysis scheme for static and
dynamic security assessment is shown in Figurea®d is described in detail in the

following section.

Initialize set of severe contingency: SC= ¢

[ Credible contingencies (N) |4~ geﬁtr}e: level
ontingency leve

=1 ] | Power system data |

Define:

Simulation of i contmgency
4— Operating limits

[ Contingency Filtering

Monitored buses

| Contingency Ranklng |—> Update SC: set of

severe contingencies
+
No

Yes  J

7]

Calculate candidate locations

v

Output: SC and Candidate control locations |

Figure 2.1 Flow chart of the proposed contingen@lysis technique.
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2.2 Contingency Analysis

The number of credible contingencies may vary dépgnupon the level of analysis,
number of elementd\j exposed to failure, and level of contingency. tTisazero level of
contingency corresponds M0 (no element is subject to failure), first leveladntingency
corresponds tdl-1, i.e. loss of one element; second level of cominoy corresponds t§-2,
i.e. loss of two element and so forth. Thus, theiber ofk" level contingencies can be given
by NCy for k = 0, 1, 2,...,N. Then total number of all possible contingenciBs$C, can be

given as:

N
TNC= X NC,
k=0 (2.1)

where,NCy can be given as:

N!

NC, =————
kK KION - K)! (2.2)

For an interconnected large scale power systemal toumber of credible
contingencies may be large. So, normd&liyl and sometime§-2 contingencies are also
considered. In this work zero and first level oihtingency are considered. So the total

number of contingencies to be considered can bengag:

1

TNC= X NCk =1+N

k=0 (2.3)

Its important to note here that in a practical povegystem not all credible

contingencies are severe. This will be discussederfollowing section.
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2.2.1 Static Contingency Analysis

In static analysis, system steady state voltagdbserved following the contingency.
Normally the occurrence of a contingency may affihe bus voltage. However, system
planners/operators want to confine the post-corting bus voltage deviation. It would be
preferred if post-contingency bus voltage is cldseits pre-contingency value. System
planners want to identify any contingency that tead abnormal bus voltage post-
contingency. This identification is critical as gdate control needs to be placed in the
system to avoid abnormal system voltage in casewére contingency.

Contingency severity analysis is used in this warldetect contingencies that may
lead to any voltage problem in steady state. b,allps in filtering out severe contingency
and ranking them in order of their severity. Poaygstem abnormal state during contingency

is clearly reflected by low/high voltage at bus&bus, a severity indexg , is used to
guantify voltage limit violation. In this case bdthw and high voltage deviation (especially
in case of generator buses) are considered and gale

SIEIVARAAYA ObO B, Ok OCON (2.4)

Thus, the severe contingencies can be filteredront all the credible contingencies
and Static Contingency Severity Index (SCSI) caolitained by summing the severity of all
individual violated buses. SCSI can then be useddnking contingencies in the order of
their severity.

Sk = {Ivbo _ka|/vbo’ I |Vb° _ka|/vo 2 005 Ob OB, Ok 0 SCON (2.5)
0 otherwise
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Nb
Y, =) 9 /Nb Ob OB, Ok 0 SCON (2.6)
b=1

In static contingency analysis the impact of a tw@ncy on the system is observed,
which is important from planning point of view. Fngplanner’s perspective, another crucial
information is, what are weak voltage buses indigtem. In other words “how different
severe contingencies will impact a particular budtage”. Thus, here abnormal voltage
behavior of a particular bus is observed due tfeiht contingencies. From this study, the
total number of contingencies making a particulas lvulnerable can be known. Also,
severity due to different contingencies can be tfiath by defining a performance index.
This can help in identification of weak buses impo system. This information can be used
in monitoring vulnerable buses for voltage and VA®Rargin requirements. Once, a
performance index for all voltage violating buse®btained, they can be ranked in order of
their vulnerability. Thus “Bus Vulnerability Index(BVI) is defined, which can provide
useful information related to voltage prone areashe network. The planner can use this
information in deciding VAR placement to strengtivezak areas.

The extent of vulnerability of a particular bus diwesevere contingencies can be

given by Static Bus Vulnerability Index (SBVI).

Nsk
SBVI, =Y Sl /Nsk Ob 0B, Ok 0SCON (2.7)
k=1

2.2.2 Dynamic Contingency Analysis

In dynamic analysis the transient period immedyasdter the occurrence of fault is

of interest. After the fault is cleared and durihg transient period, there maybe a sudden dip
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in voltage or slow recovery of voltage. The sewdieor slow recovery of bus voltage after
the fault is cleared is mainly due to the presesfcenduction motors and lack of dynamic
VAR support in the nearby area.

A severe contingency may lead to bus voltage digetayed voltage recovery. This
may violate NERC/WECC criteria, and is also unataiele from system security and power
quality point of view. The NERC/WECC transient tagle dip criterion [9] for N-1
contingency is, “Not to exceed 25% at load buse8086 at non-load buses. Not to exceed
20% for more than 20 cycles at load buses”.

To effectively measure these factors two differpatformance indices based upon
NERC/WECC N-1 contingency criteria are developed discussed as follows. During a
contingency power system may shift from normal bmamal state. This abnormality is
clearly reflected by voltage dip and predominantly voltage at buses. Thus a severity
index, SI,,, is used to measure and quantify voltage limitation for contingency ranking.
SI,, gives measure of voltage deviation by finding sefnmaximum voltage deviation at all
buses where unacceptable voltage deviation ocbuthkis both low voltage as well as high
voltage deviation (especially in case of generhtmes) are considered and given as:

LetD ={v ®)[tOty.t, ]} for V,OV,0DO

Vo =Vy| 2V, -V(t) O v(t)OD
(2.8)

For load buses

S = {|de VANV it VG Vi Ve 025 0d 0D, Ok 0 SCON (2.9)
0 otherwise
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For non-load buses

Sk :{’Vbo _ka‘/vbo’ i ’Vbo _ka‘/vo 2 030 ObOB\D,0kOSCON  (2.10)
0 otherwise

The time for which system voltage remained below specified time limit is also
crucial and can be used for better ranking of cg@ncies. More severe a contingency is, the
longer it will take for the voltage to recover betsystem will become unstable faster. Thus a
performance indeXSl;, to measure this factor is also included in pressmtingency
ranking. SI; gives the measure of time for which voltage désmatwvas unacceptable by
finding the sum of time (beyond 20 cycles for N-dntngency) for which the voltage
deviation is beyond the specified limit (20% foriNeontingency) at all the unacceptable
voltage deviation buses. Figure 2.2 shows diffecases when low voltage duration can be

unacceptable.

V(t)

Vo

0.8 Vo

Figure 2.2 Different cases of unacceptable duraiidow voltage.
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Let L ={t|V(t) = 0.8V,,V(t)O D} (2.11)
Case 1l
If L=¢ andOtO[t,,t, | OV(t) < 08V,
then
Sk¥=1 0dOD,Ok0OSCON
else
S =0 0OdOD,OkOSCON (2.12)
Case 2
Let Q={t,....t} =LV
to=ty, the =t;, <t 0i=0,..,n
if Ot O(t.t,,) 0i=0,...,n OV ()< 0.8/,
Thenrt, =t -t elser, =0
Let Li ={i |7, *60 = 20cycles}

S5 =3r/t, -ty) 0d 0D, Ok 0 SCON (2.13)

idLi

Thus, Dynamic Contingency Severity Index (DCSI) d#nobtained by summing all the

individual severity indices and can be given as:

Nb Nd
DCS, =) 9 /Nb+> S /Nd ObOB, 0d 0D, Ok 0 SCON (2.14)
b=1 d=1

During dynamic contingency analysis the impact ofoamtingency on a system is
observed, which is important from planning pointwaéw. From planner’'s perspective,

another crucial information is, “how different sexecontingencies will impact a particular
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bus voltage”. This helps in the planner in idemtify which are voltage weak buses in the
network. Thus, here abnormal voltage behavior gbasticular bus is observed due to
different contingencies. From this study, the totaimber of contingencies making a
particular bus vulnerable can be known. Also, séveiue to different contingencies can be
guantified by defining a performance index. Thia ¢@lp in identification of weak buses in
power system. This information can be used in nooimig vulnerable buses for voltage and
VAR margin requirements. Once, a performance infibexall voltage violating buses is
obtained, they can be ranked in order of their erdbility. Thus “Bus Vulnerability Index”
(BVI) is defined, which can provide useful infornuat related to voltage prone areas in the
network. The planner can use this information icidiag VAR placement to strengthen
weak areas.

The extent of vulnerability of a particular bus digsesevere contingencies can be

given by Dynamic Bus Vulnerability Index (DBVI).

For load buses

Nsk
DBVI, =Y (3 +9%)/Nsk 0d 0D, Ok 0 SCON (2.15)

k=1
For non-load buses

Nsk
DBVI, => 9 /Nsk ObOB\ D, Ok OSCON (2.16)
k=1

2.3 Candidate VAR Location Sdlection

One highly important issue in VAR planning is sél@t of candidate VAR location.

A good selection of candidate location can reduodlpm size and obtain a better optimal
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solution. A system with at least one voltage unstdlus may make the system voltage
unstable. Thus a weak bus seems to be a reasaraatd@late bus for installing new VAR

device [47]. Also, a bus with high load demandssally very voltage sensitive. Thus VAR

compensation at these buses is imperative. So dneyalso chosen as candidate VAR
locations[48].

In [49] sensitivity analysis is used to identify cashatie control locations which can
improve voltage of weak bus. Buses which have meaetive power deficiency [50], or with
more voltage dip are chosen for installing dynawd® support [51]. Also there are several
other factors which are taken into account for&@lg candidate locations such as; physical
size of the device, location, and short circuiéisgth of the station [52].

Mostly steady state based approach is availablgeirature to solve optimal VAR
allocation problem [53]-[56]. For finding the sipé dynamic VAR device an approximate
amount of reactive power compensation is foundciwkill bring the generating units below
their maximum reactive power capability. Then dymamevices with different capacity
range are chosen for the analysis. Thus, iterativéies are done to find the location and size
of the dynamic device [57].

Normally steady state based optimal power flow (DiBRised to determine the size
and optimal location of VAR compensation [58]. Otiois information is obtained then time
domain simulation is performed to confirm the ORBults and adjust VAR amount to take
care of short term voltage problems.

In most of the analysis only the most severe cgeticy is considered. If more than
one severe contingency is considered then theidmcahd amount of VAR support is found

for each contingency separately not simultaneo{&3. This may lead to over or under
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compensation of VAR support. Some researchers akeeutilized the concept of reactive
power spot price as an index to optimally locateC80].

In [61], [72] linear sensitivity information sucls aensitivity of steady state voltage
stability margin [73], [74] or transient voltagepdivith respect to size of VAR source [75] is
used to solve the problem. Thus, the problem dicsend dynamic VAR allocation is
formulated as mixed integer linear optimizationkgemn. Linear sensitivities are used in the
constraints. The problem is solved iteratively &b e final result.

In this work, an approach is being proposed whenebsful information obtained
from static and dynamic analysis is used simultasloto better refine candidate VAR
location. As it is well know that dynamic devica® &xpensive, so it would be great idea to
make maximum use of static VAR amount, if possilidereduce the amount of dynamic
support. Also, an informed decision for selectirgpd candidate locations can immensely
help in reducing the integer optimization compuatadil time and help in identifying the best
location. For example, if a particular locationaisveak bus (that means that it needs VAR
support) and has a high positiv®//AQ sensitivity is much preferred than a location vahic
is only a weak bus, or only has a high positiv¢/AQ sensitivity, or is neither a weak bus
nor has a high positivdV/AQ sensitivity. Another possible case is when a locahas a
high positive AV/AQ static sensitivity and also has a high positi&® /AQ dynamic
sensitivity is much preferred than a location whatly has one of this or none of this.
Selecting a location with a high positi®//AQ static sensitivity and also high positive
AV/AQ dynamic sensitivity enables to make a co-ordinatgel of static and dynamic VAR

source, thereby reducing the dynamic VAR requirdm@&mmajor drawback in the existing
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literature is that candidate locations are found docontingency. Thereby the optimal
location found is optimal for that contingency amat for all the contingencies. This critical
factor is being addressed in this approach by denisig all severe contingencies in selecting
the candidate location. This is really useful as ttandidate locations selected by this
approach seem to provide a better optimal locdtiorall severe contingencies. The relevant
inputs that can be considered are: sub-stationesgacs vulnerability index of a location
considering all severe contingencies, and bus thétsindex of a location considering all
severe contingencies.

To summarize, the candidate control location selagbroposed in this work takes
many relevant and important inputs to make a betemision. In this work a procedure

combining industry practice and information gatlleog system performance is developed.

2.3.1 Static Senditivity Analysis

Selection of candidate VAR locations is an impartesue in VAR allocation. A
good selection can reduce problem size and obthettar optimal solution. Here, sensitivity
of bus voltage to size of switched shunt is usedetermine candidate location.

Sensitivity with respect to addition of VAR at aesfic location is computed
following a contingency. The procedure is impleneeinby running the power flow, for a
specific contingency with a capacitive limit @ and then withQ + AQ; hereAQ is small.
Sensitivity of voltage to capacitive lim8, is change in voltage for a given change in VAR

capacitive limit and can be given as:
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AS, = S,AQ (2.17)

09, _4s, _9,(Q+2Q)-5,(Q)

> =50 T 10 AQ

(2.18)

The sensitivity of voltage at bus with respect to the size of switched shunt attiocac

under contingencl¢ can be given as

AVblfc
V. AQ

Sk = ObOB, OcOC,O0k 0SCON (2.19)

c

The sensitivity of voltage at all buses with regfgedhe size of switched shunt at locaton

under contingencl¢ can be given as

Nb
Sie =2 Sipe Ob0B, OcOC, 0k 0 SCON (2.20)
b=1

The overall Static Sensitivity (SS) of a candid&ieation i.e. the sensitivity of
voltage at all buses, under all severe contingsnwith respect to the size of switched shunt

at locationc can be given as:

STED IS OcOC, 0k O SCON (2.21)

which can also be written as
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Nsk Nb
See =D Sihe Ob0B, OcOC, 0k O SCON (2.22)

k=1 b=1

Therefore, the overall Static Sensitivity Index [[S& a candidate location can be

given as:

9, =S, OcOC (2.23)

2.3.2 Dynamic Senditivity Analysis

Dynamic Sensitivity (DS) analysis is used to detaercandidate location of VAR
source, based upon sensitivity of SVC capacitivatlto voltage dip and duration of low
voltage. The sensitivity with respect to the additof a specific VAR source at a specific
system location is computed along the trajectory dghamical system following a
disturbance. The selection of monitored buses eaaldp critical. For example if vulnerable
buses are not included in the set of monitored $ulen the information obtained from
sensitivity analysis may be misleading. So inclnsid vulnerable buses is important in the
set of monitored buses. The dynamic simulation esdp performed numerically using
numerical integration technique. Calculating tregeg sensitivities of voltage to capacitive
amount by this method requires solution of DAEsisTgrocedure of calculating sensitivity
can be computationally expensive as it requiresgiation of a set of differential algebraic
equations. The size of DAE defining the trajectsepsitivity is dependent upon the power
system size. Thus, as the size of the DAE desgiltiee problem increases, the

corresponding computational cost increases sigmiflg. To avoid this, a methodology based
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upon numerical approximation is proposed here. Allsis procedure is easy to model and
implement.

The severity of voltage dip and severity of dunatiof low voltage due to a
contingency was calculated in Section 2.2. Thus,sinsitivity of maximum voltage dip to
capacitive limitS, is change in voltage dip for a unit change in cépe limit. Similarly,
sensitivity of duration of low voltage to capacéiVimit S is change in duration of low

voltage for a unit change in capacitive limit. this procedure the simulation is run with a
capacitive limit ofQ and then withQ + AQ.

For voltage dip sensitivity to capacitive limit:

AS, = S,AQ (2.24)
SV:aaSv :ASV :SV(Q+AQ)_SV(Q) (225)
Q AQ AQ

The sensitivity of voltage dip at buswith respect to the size of SVC at locatiominder

contingencyk can be given as:

AVblfc

- Ob0OB, OcOC, Ok O SCON (2.26)
VAQ

k —
Sv,b,c -

The overall dynamic sensitivity to voltage dip oflacation i.e. the sensitivity of
voltage dip at all buses, under all severe continogs with respect to the size of SVC at

locationc can be given as:
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Nsk Nb
STHED I Y ObOB, OcOC, 0k 0 SCON (2.27)

k=1 b=1

Similarly, sensitivity of duration of low voltag® tcapacitive limits, is change in

duration of low voltage for a given change in dymaiAR capacitive limit and can be

given as:
AS, =S, AQ (2.28)
S,=aS|‘ :Ast =S|t(Q+AQ)_St(Q) (2.29)
0Q AQ AQ

The sensitivity of low voltage duration at blisvith respect to the size of SVC at locaton

under contingencl can be given as:

kK — Zr :oATilfb’C
S = o Ob0OB, OcOC, Ok 0SCON (2.30)

The overall dynamic sensitivity to low voltage dima of a location i.e. the
sensitivity of low voltage duration at all busesdar all severe contingencies with respect to

the size of SVC at locatiancan be given as:

Nsk Nb
Sc =2, She ObOB, OcOC, 0k 0SCON (2.31)
k=1 b=1

1

Therefore, the overall Dynamic Sensitivity Index§llpof a location can be given as:
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DS, =S, +S,. OcOC (2.32)

2.3.3 Refinement of Candidate L ocation

In the previous sections we have calculated all¢t®m/ant and important information
to get an overall effectiveness of each locatidme Tiext step is to use the information to
calculate the overall Candidate Location Index (ClAfter the CLI is obtained for each
location, the candidate locations are then rankedescending order. Then based upon a
criteria only a percentage of candidate locatiorssalected out of all the credible locations.

It maybe highly possible that two credible locatoare electrically close to each
other. Thus it maybe a good idea to select onlyayrfew locations out of all the locations in
its proximity. This will avoid small installationat neighboring buses. It will also result in
reduction of number of candidate locations, therebgiuction in integer optimization
computation time. This approach helps in reduchregriumber of candidate locations while
maintaining a diverse set of locations.

In order to decide how many locations to chooseaaslidate control locations, the
concept of electrical proximity between any two e®ds used. The elements of matrix

oV /0Q reflect the propagation of voltage deviation tlgioout the system due to reactive

power injection at a node. So the amount of voltagepling between two nodes can be
guantified by maximum attenuation of voltage daviatbetween these two nodes [76]. Thus

attenuation between two buseand j can be given as

AV, = a; AV,
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oV, /0Q. ). . . : - :
wherea, = ( / Q’) is normalized voltage attenuation on hudue to deviation at bus.
: (avj /0Q, j

Generallya, # a;, SO symmetric electrical distance between basid busj can be given

as

D,=D, =-logla; a;) (2.33)

The functionp, holds all properties of real mathematical distarices symmetric,

positive, and satisfies triangular inequality i€ thystem is not overcompensated.

The sensitive bus area selection criterion depemuselectrical distance to all

sensitive buses. Thus, busis chosen in area ib, < D_, whereD_ represents the bound of

area.D, is decided by electrical distance from most sesesliuss to other sensitive buses.
Dc = Dsmax + p(Dsmin - Dsmax) (234)

where

£ is constant between 0 and 1

D..., IS minimum distance from bus to other sensitive buses

D.... IS maximum distance from busto other sensitive buses

In the next section we are going to look at a sgstem and will see the impact of

different contingencies on the system.
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2.4 Resultsand Discussion

2.4.1 Test System

The effectiveness of the proposed methodology msashstrated on the modified 1996
IEEE Reliability Test System [77], [78]. The systersed in this work has 75 buses, 32
generating units, 90 branches and 17 loads. Inrdodereate a peak load scenario, the real
and reactive power load is multiplied by 1.1 tim@th associated increase in real power of
generating units proportional to their originalwl This is done to more specifically analyze
the problem of low voltage. All the generators aomnected to the low side of generator
step-up transformer (GSU) and remotely controlttlgh side on their GSU. The loads are
connected to low side by a step down transformbe fest system represents a practical
power system very closely.

In the steady state analysis, the load is repredeas constant power load. The
reactive power output limits are modeled to captiiseimpact on system voltage. The
transformer tap position is locked in the analgsighis is a planning problem and the idea is
to capture the most conservative scenario.

In dynamic analysis, dyn32amic models of generaecjter and load are used. The

simulation time step is chosen to accurately captioe behavior of the system.
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Figure 2.3 Test system one line diagram.

2.4.2 Contingency Analysis

Out of all the N-1 contingencies considered, 13tiogencies resulted in steady state
voltage problem. Table 2.8hows the list of severe contingencies, and thesocated

normalized Static Contingency Severity Index (SC3he SCSI is also used to rank the
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contingencies in their order of severity. Thus, égample contingency 18-21 is most severe

followed by contingency 14-10 and so on.

Table 2.1 Steady state contingency severity index.

SN Line Contingency Normalized Steady
' From Bus ToBus | State CSI (rank)
1 12 10 0.0843 (12)
2 12 18 0.11800 (9)
3 14 10 0.85850 (2)
4 18 20 0.16950 (6)
5 18 21 1.00000 (1)
6 19 20 0.0900 (11)
7 19 21 0.25940 (4)
8 20 22 0.12690 (8)
9 21 22 0.0963 (10)
10 21 32 0.36890 (3)
11 25 26 0.20500 (5)
12 28 25 0.15700 (7)
13 28 29 0.0173 (13)

The impact of all severe contingencies on systese®is calculated to identify which

buses are impacted the most. The vulnerability béigis given as Static Bus Vulnerability

Index (SBVI) which is shown in Table 2.2. Thuscén be seen that a total of 9 buses are

impacted by all the severe contingencies. The Eeulmerable buses give an information

about weak spots in the system.

After the steady state contingency analysis is dahe next step is to analyze

dynamic response of contingencies. Dynamic analysi& contingency helps in analyzing

the time based response of system voltage, regoiwer demand at a bus and so forth.
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Table 2.2 Steady state busvulnerability index dueto all severe contingencies.

Normalized
Bus No. (rank)| Steady State BVI
12 (6) 0.1259
13 (5) 0.2144
14 (4) 0.2709
18 (3) 0.3801
19 (2) 0.5647
20 (8) 0.0040
21 (7) 0.0671
28 (9) 0.0020
33 (1) 1.0000

Dynamic analysis of a contingency also helps imidigng the nature of voltage
problem such as delayed voltage recovery or sexatage dip at a bus. Contingencies that
were found severe in steady state formed the sebrdfngencies that were further analyzed
in dynamic analysis. In dynamic analysis any caggircy that resulted either in voltage dip
violation, slow voltage recovery or both was ternasdsevere else non-severe. It was found
that all 13 contingencies either resulted in vatalyp violation, or slow voltage recovery.
The severity indices defined earlier are used toutate the dynamic severity of each severe
contingency. The normalized Dynamic Contingencye®igéy Index (DCSI) for each severe
contingency is shown in Table 2.3. From the Tabtan be observed that contingency 19-21
is most severe, followed by contingency 20-22 aados. The voltage dip violation and
delayed voltage recovery problem caused by theiragericy 19-21 is shown in Table 2.4

and Table 2.5 respectively.

www.manaraa.com



36

Table 2.3 Dynamic state contingency severity index.

Line Contingency Normalized

No. Dynamic CSI
From Bus To Bus (rank)

1 12 10 0.0603 (13)
2 12 18 0.0638 (12)
3 14 10 0.1718 (11)
4 18 20 0.7211 (8)
5 18 21 0.7903 (5)
6 19 20 0.8063 (3)
7 19 21 1.00000 (1)
8 20 22 0.8344 (2)
9 21 22 0.7262 (7)
10 21 32 0.7277 (6)
11 25 26 0.8003 (4)
12 28 25 0.6019 (10)
13 28 29 0.6032 (9)

In Table 2.4 buses which resulted in transient agst dip

violation due to

contingency 19-21 are shown. The maximum voltage wblation at a bus due to

contingency 19-21 is 42.16%, which is very sev&wch a significant drop of voltage at a

bus may lead to severe power quality issues andpegdtion of electric devices.

In Table 2.5 buses which resulted in unacceptaltatobn of voltage recovery due to

contingency 19-21 are shown. The maximum duratforottage to recover to 0.8pu at a bus

due to contingency 19-21 is 41.29 cycles, whickels/ severe. Such a significant duration of

low voltage at a bus may lead to severe power tyuelsues and maloperation of electric

devices.
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Table 2.4 Busesresulting in transient voltage dip violation due to contingency 19-21.

Bus No. | Voltage Dip (%
14 32.98
15 37.57
19 34.77
110 30.29
111 29.92
112 26.65
113 31.46
114 38.25
115 41.09
116 28.70
117 31.09
118 28.14
119 42.16

Table 2.5 Busesresulting in low voltage duration violation due to contingency 19-21.

Time of low voltage
Bus No. (cycles) )
110 21.17
111 21.17
113 24.19
114 33.25
115 40.33
116 24.19
117 27.21
119 41.29

The impact of all severe contingencies on systese®is calculated to identify which

buses are impacted the most. The vulnerability hef buses is given as Dynamic Bus

Vulnerability Index (DBVI) which is shown in Tab26. Thus, it can be seen that a total of
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14 buses are impacted by all the severe contingenErom the set of vulnerable buses, the
information about voltage weak buses is obtaindus felps in identifying weak spots in the
system. Out of 14 vulnerable buses, bus numberslfimpacted the most. It's worth
observing here that more buses are impacted inndgnanalysis than in steady state
analysis. The reason for this is that in dynamilysis a more complete detailed load model
is used which comprises of motors in addition w@tistload. The presence of motor load
results in high reactive power demand which cassggsficant voltage dip or slow voltage
recovery problems. Therefore, more buses are iragaat dynamic analysis that in steady
state analysis. Also in dynamic analysis, stati@@lers which have slow response time, are
not able to participate in improving the systemtagé just after the occurrence of the

contingency.

Table 2.6 Dynamic state bus vulnerability index dueto all severe contingencies.

Bus No. Normalized
(Rank) Dynamic BVI
12 (3) 0.9037
13 (4) 0.8835
14 (6) 0.8306
15 (2) 0.9418
17 (7) 0.5722
18 (5) 0.8585
19 (1) 1.0000
20 (14) 0.0601
21 (13) 0.0704
23 (8) 0.4183
25 (10) 0.2486
28 (9) 0.3155
29 (12) 0.1272
33 (11) 0.1764

www.manaraa.com



39

The load is connected to the main high KV netwairoagh a step down transformer.
Due to the consideration of motor load both high & low KV buses are impacted. Thus
the dynamic vulnerability of buses is calculatedsbynming up the impact at the high KV
bus and the low KV bus where the load is connected.

Figure 2.4 shows voltage response of bus 19 and B@slue to line contingency 19-
21 without SVC. From the voltage response it camlierved that after the fault is cleared

there is a significant delay in voltage recovery.
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Figure 2.4 Bus voltage response due to conting&Be¥1 w/o SVC.

The delay in voltage recovery leads to sustained\oltage. Due to sustained low

voltage there is significantly high absorption efactive power by the load as shown in
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Figure 2.5. It can be clearly observed that for doeation when the voltage is low, the
reactive power demand of load is significantly higtoughly after 2 secs when the voltage
recovers to its pre-contingency value, that's atsaghly the time when the reactive power

demand of load reduces to its pre-contingency value
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Figure 2.5 Bus voltage and Q demand @bus 119 deentingency 19-21 w/o SVC.

When there is low voltage and high reactive powemand by the induction motor,
the motor speed starts decreasing as shown ind=R)6r It can be clearly observed that for
the duration when the reactive power demand of Iealignificantly high, the motor speed

deviation is also high. Roughly after 2 secs wienreactive power demand of load reduces
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to its pre-contingency value, that's also rougtig time when the motor speed deviation

recovers to its pre-contingency value.
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Figure 2.6 Motor speed deviation and Q demand @bAslue to contingency 19-21.

From Figure 2.7 it can be clearly observed thathasvoltage decreases the reactive
power demand of the load increases, which leatisetdecrease in motor speed. If the motor
rapidly slows down and stalls then it leads to hogimssumption of reactive power, which
may eventually lead to a voltage instability sitoat This indicates the necessity of having

sufficient dynamic VAR support available in the tgya to avoid delayed voltage recovery.
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Figure 2.7 Bus voltage, Q and motor speed @busii#3o contingency 19-21.

2.4.3 Candidate VAR Location Selection

In a practical power system there are many busdsidnot feasible to install VAR

source at all the locations. Also, its not econa@iio install VAR source at all the locations.

Thus it's highly desirable to select the most dffec locations out of all the plausible

locations in the system. Selection of candidatdrobiocations is based upon the approach

as discussed in Section 2.3. Thus, all the relevwsfiormation of a location is used to

calculate the effectiveness of a particular logatio

In steady state, the sensitivity of voltage at Buseswitched amount is calculated for

all severe contingencies. Calculating the sensgitivaf a location under all severe

contingencies can help the planners in analyzirgy dffiectiveness of that location under
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different severe contingencies. The normalizedicstsgnsitivity index of bus voltage to

switched shunt amount for all severe contingenisiggven in Table 2.7.

Table 2.7 Busstatic sensitivity index for all severe contingencies.

Bus No. Normalized Static
(rank) Sensitivity Index
12 (1) 1.0000
13 (9) 0.2268
14 (8) 0.2879
17 (10) 0.1811
18 (2) 0.7639
19 (3) 0.7392
20 (5) 0.6146
21 (6) 0.6022
26 (12) 0.0248
28 (7) 0.3692
29 (11) 0.1053
33 (4) 0.6478

In dynamic state, the sensitivity of voltage dipvoltage recovery time at buses to
SVC amount is calculated for all severe contingesiciCalculating the sensitivity of a
location under all severe contingencies can hedptanners in analyzing the effectiveness of
that location under different severe contingencldége normalized dynamic sensitivity index

of bus voltage to SVC amount for all severe cordiges is given in Table 2.8.

Table 2.9 gives the Candidate Location Index (Cidj each location. This
information can be utilized in understanding whiobations are most effective and which
locations are least effective. Also the CLI for imemp location is calculated for all severe
contingencies. Thus a location with high CLI metret the given location is most effective

for that set of severe contingencies. From the &dtbcan observed that bus 19 is most
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effective followed by bus 18 and so on. This resalt be supported from the fact that buses

in the neighborhood of bus 18, and 19 had relativ@re voltage problem.

Table 2.8 Busdynamic sensitivity index for all severe contingencies.

Bus No. | Normalized Dynamic
(rank) Sensitivity Index
12 (3) 0.7564
13 (7) 0.4503
14 (6) 0.4675
17 (4) 0.6266
18 (2) 0.9701
19 (1) 1.0000
20 (10) 0.2307
21 (9) 0.2716
26 (12) 0.0951
28 (5) 0.5223
29 (11) 0.1767
33 (8) 0.3567

Table 2.9 Candidate location index of busesfor all severe contingencies.

Bus No. | Normalized Candidate
(rank) location Index
12 (3) 0.9121
13 (9) 0.5198
14 (7) 0.5530
17 (6) 0.5714
18 (2) 0.9542
19 (1) 1.0000
20 (10) 0.4935
21 (8) 0.5368
26 (12) 0.1932
28 (5) 0.5821
29 (11) 0.2809
33 (4) 0.5979
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After the candidate location index of each bushtamed, the concept of electrical
distance is used to further reduce and form a siveet of candidate control locations. This
is an important step as it avoids small installtagicat neighboring buses. Indirectly by
considering less candidate locations in the integ#imization the complexity of integer
optimization reduces as well. The best 6 candidages to install VAR source are buses 18,

19, 20, 21, 26, and 28.

2.4.4 Discussion

This chapter aims at development of a systematithedelogy by integrating the
information obtained from static and dynamic analyk is physically known that static and
dynamic behavior of power system have somethingcammon. For example if a
contingency is severe in static analysis, the chsuace high that it will be severe in dynamic
analysis too. So, this chapter integrates the médion obtained from static and dynamic
analysis to help the planners in making an informecision. Instead of looking at each piece
one at time, the proposed approach here combihéseatelevant information and brings it
together as one. This approach enables a bettesrstadding of system behavior under
steady state and dynamic state. It also provide&iLmformation which enables coordinated
use of static and dynamic VAR sources.

To reduce the number of contingencies to be coresidéuring optimization process
the concept of Contingency Severity Index (CSI)used to filter and rank severe

contingencies. Also, to get an idea of weak aneaystem or voltage prone areas the concept
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of Bus Vulnerability is utilized. The BVI gives adea of buses which are impacted and their
vulnerability due to all the severe contingencies.

To reduce the complexity of integer optimizatior ttoncept of candidate control
location is used. The candidate locations are detexd by considering both physical
limitations, such as availability of space at a-stdiion; and system performance, such as
sensitivity of a bus. This approach leads to aebett of candidate locations which can be
used in both static and dynamic VAR allocation.sTehables coordinated use of static and

dynamic VAR sources and maximizes their utilization
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CHAPTER 3. OPTIMAL ALLOCATION OF STATIC VAR

SUPPORT

3.1 Introduction

Steady-state security assessment is one of theassshtial function in power system
operation. One of the key aspects in the steadg stcurity of power system, following a
contingency, is steady-state performance of butagel To ensure acceptable steady state
bus voltage performance, allocation of static VARIrse is done.

One of the major challenges in a (de)regulated posystem during long term
reactive power planning is optimal allocation octve power sources. The motivation to
address this problem arises due to future load rawadequate transmission expansion due
to high investment cost and difficulty in obtainiright-of-way [79]. As it is getting harder to
build new transmission lines, it has become mowgrdele to maximize the use of existing
transmission lines by using reactive power sourAssmore renewable generation is build,
more power is transferred from remote locations [80]ldad pockets where reactive power
support is most needed, sometimes there is anliiyaioi install reactive power support at
major load centers due to lack of space. In additiothese issues, power system is always
prone to contingencies, which may lead to unactéptaystem voltage and threaten the
security of the system. Thus, the importance oinwgdty allocating reactive power sources
has been increasing over time. To address thidecigihg issue, its important to develop a

methodology for long-term reactive power allocatiorensure steady state system security.
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It is important that reactive power allocation isnd as economically as possible, while
ensuring system security.

The goal of reactive power allocation is to deterrhe most economical installation
of new reactive power sources, in terms of locasind size of the source. The installation of
new reactive power sources can ensure satisfasy@tgm operation against contingencies.
In an interconnected system, it is becoming impadrtar system planners to consider a very
large number of contingencies in a planning stuidys necessitates the need for security-
constrained optimization model, which can handlgdanumber of contingencies and
produce accurate results. Thus, it is significamthportant that the problem of reactive
power allocation is solved for all contingenciesisl problem can be formulated in an
optimization framework, where multiple contingerscean be considered, commonly known
as a Security Constrained Optimal Power Flow (SOO#Fsecurity constrained reactive
power planning. A good reference for static VAR eeuplanning is [81], which covers
different forms of problem formulation and numelicaethods employed to solve the
problem.

In static VAR planning problem, the VAR support dedo be allocated such that it
ensures acceptable steady-state voltage perforniane# severe contingencies. The size of
SCOPF problem increases proportionally as the nurabeontingencies increase. In past
researchers have used Linear Programming (LP)dB8Rjixed Integer Linear Programming
(MILP) [83] based techniques to linearize and sdahe nonlinear reactive power allocation
problem. The LP based approach was mainly usedubecaf it's reliable convergence
properties, and ability to solve large problem dm®inly resulting from consideration of

multiple contingencies). Although LP based approdwds some advantages, but its
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application in the area of reactive power allocati@s remained somewhat restricted. This is
mainly because of the inability to find exact ominsolution as opposed to an accurate
nonlinear power system model.

In the recent past, meta-heuristic methods suaeastic algorithm (GA), simulated
annealing (SA), and tabu search (TS) [84], have &ksen used to solve reactive power
allocation problem. These methods are still evgvamd guarantee global optimal solution
without being trapped in local optima. The majoawlback of these approaches is proper
selection of solution parameters and significalatge computational time.

The proposed method in this work determines optiallgication of new reactive
power source which is required to avoid voltagdation and ensure system security against
contingencies. The static VAR allocation problenfioisnulated as an optimization problem.
The methodology developed, in this work, considals severe contingencies in the
optimization framework. The overall optimization optem considering all the severe
contingencies is formulated as Mixed Integer Nonelar Programming (MINLP). The
resultant multi-contingency constrained VAR allocat problem is too big to be
implemented efficiently. The formulated problem,tire form of MINLP, has two complex
issues:

i. Integer optimization — due to location selection

il. Large size of Non-Linear problem — due to consitiena of multiple

contingencies

The above two issues are very critical as theyctffiee overall efficiency of the
problem that is being solved. The above two isswees] to be tackled efficiently; such that

the overall complexity of the problem is reducedle/ensuring the accuracy of the results.
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A methodology is proposed in this work which decosgs the overall optimization problem
into two Phases. In first phase i.e. PHASE1, theNMR optimization is performed by
considering only one severe contingency at a timstead of optimizing for all severe
contingencies simultaneously. Thus, the complexitPHASE1 is independent of number of
severe contingencies as it solves only one continigat a time. The concept of dominant
contingencies is introduced in this work which lisnthe number of contingencies to be
processed in PHASE1L. This helps in indentifying danmt contingencies out of all severe
ones. Thus, only dominant contingencies are soiwedPHASEL instead of all severe
contingencies, thereby reducing the overall contmral time of PHASEL. At the end of
PHASE1 near optimal VAR allocation information istained. The information obtained at
the end of PHASEL is close to optimal, therebyeitves as a very good starting point for
further refinement and in obtaining optimal solatioThe VAR allocation obtained in
PHASEL is refined in second phase i.e. PHASE2 hysidering all the contingencies
simultaneously. This phase refines the solutioraiobd in PHASE1 and ensures optimal
solution but with less computation burden. In PHRSHEhe sensitivity of voltage to VAR
amount information is used to model the optimizaiwoblem. The optimization problem in
PHASE?2 is modeled as Linear Programming (LP) probl&he advantage of the overall
proposed methodology, i.e. PHASE1l and PHASE2 caupie that large number of
contingencies can be considered with an acceptabhléme and memory requirement while

ensuring the accuracy of the results.
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3.2 Problem Formulation

The objective of static VAR allocation problem i ind minimum static VAR
capacity at optimal locations that ensure statmusgy of system and acceptable voltage

performance against severe contingencies.

The mathematical formulation of static VAR allocattiproblem while considering
multiple severe contingencies is similar to thasmigle contingency. The major difference
here is that due to considerationkafontingencies simultaneously the problem size ineso
k times larger. Thus the overall optimization problean be given mathematically as:

min  J=I1C(u,w, p)

subject to

Equality constraint

g (y*,u*,w,, p¥)=0 OcOC, Ok O SCON
Control and operational limit constraints
I“(y*,u,w_,p“)<o0 OcOC, Ok O SCON

Binary constraint

w,O{og}™  OcOC

n n
where, yO [ Y are vectors of algebraic variables{J0 Y is vector of control variables;

n
pO0 Pis parameter vector such & andC, which are fixed and variable cost of static

VAR source respectivelyg represents system power balance equation in n@nlfoem.
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3.2.1 Objective Function
Static VAR allocation has fixed cost associatedhwittallation location and variable
cost proportional to its rating (maximum capacit$p, the objective is to find optimal

locations which have minimum VAR capacity:

min J :zwc(cfc + Cvc( cc _Qic))

cc

In this work the fixed cost and variable cost asedias shown in Table 3.1.

3.2.2 Power Flow Equations

The power flow equations are defined by the acive reactive power balances at all

the buses:
Peo = Pon =P =0 ObOB
Qab = Qob = Q¥ Qu +Q,, =0 ObOB
Here, load can vary for different contingenciesetepng upon the model.

3.2.3 Operating Limits

The real and reactive power produced by the gesreisatimited by its capacity.

<Ps OgOG

Q,, <Qq <Q,, UDgOG

www.manaraa.com



53

In the above model, generators active power dispatassumed to be specified. So,

the generator’s active power operation limit coaistrcan be ignored.

During contingency bus voltage may deviate fromntsmal operating point. To
avoid low/high bus voltage and voltage instabiligywer and upper limit on bus voltage is

enforced. This ensures acceptable bus voltagegloantingencies.

Vo<V, <V, ObOB

3.2.3 Investment Constraints

To ensure acceptable system voltage and securitywgdwontingency additional
reactive power support may be installed. Howeuse, dapacity of reactive power support
that needs to be added at a sub-station shoulddsethan maximum allowable capacity. In
this work, maximum allowable capacity that cantalled at different transmission voltage

levels is given in Table 3.1.

0<Qf <Q, OcOC, Ok 0 SCON

cc —

0<Q,.<w,Q, OcOC

Q.<Qt<0 [OcOC,kOSCON

w,Q <Q.<0 0OcOC

—IC

w, 0{o} OcOC
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It should be noted here that static VAR placemeaiable w_is independent of

different contingency cases.

3.3 Dominant Contingency

In a practical power system there are many conticigs which may lead to voltage
violations. One approach to do reactive power plamis to consider all the contingencies in
SCOPF. SCOPF with all the contingencies sufferanfra major affliction of high
dimensionality of the problem. This issue become&mnemore pronounced in case of large
power systems and/or when number of contingenoidgetconsidered are many. The first
problem although manageable, is huge memory spapgrement. Secondly including all
contingencies in SCOPF, leads to shrinking of teasible region which increases the
complexity of the problem to be solved. Thirdlyths problem size of SCOPF increases, the
computational time also increases proportionally.

In real life and mathematically not all postulatedntingencies, constraint the
optimum. So in this work, an approach is devisethtiigate these drawbacks. At first from
all the postulated contingencies a subset of palgnsevere contingencies can be obtained
by contingency filtering. A further reduction in mber of contingencies can be obtained by
forming dominant contingency set. Dominant contmges are subset of severe
contingencies, but truly represent the charactesisbf severe contingencies. Here the
concept of dominant contingencies is exploitedetduce the overall optimization run time.
Dominant contingencies are able to achieve the sanmearly similar level of security and

performance as when all credible contingenciesansidered.
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A contingencyKp is said to be a dominant contingency of contingsi,, ... K, if
the condition that the system is secure with respe&, implies that the system is also
secure with respect t&,...,Kn. Thus, dominant contingencies can be used to lilvet
number of severe contingencies to be analyzedighwork, the identification of dominant
contingencies is done by a heuristic approach bagezh system empirical evidence.
Additionally, planners experience can also be adtiedrefine the list of dominant
contingencies. There are two approaches to idedifiyjinant contingency out of severe
ones. One method ‘METHODY1’ uses information obtdirfieom contingency analysis to
determine dominant contingency. The second methdBTHOD2' uses optimization

approach to determine dominant contingency. Them&thods are described next.

METHODZ1.:
Let SCON; andSCONk be severe contingencies.
Let Va be the buses affected BZON;.
Let Vg be the buses affected BEONk.
Let AV, be voltage deviation at bi¥& due toSCON;.
Let AV, be voltage deviation at big due toSCONKk.
Hypothesis: Severe contingenc®CON; is dominant over severe contingen8gON, If

Vg OV,, AND AV, <AV,

METHOD?2:
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After the completion of METHOD1 some dominant caggncies maybe identified
based upon their degree of impact and locationnmgdaict. To further identify dominant
contingencies out of remaining severe contingenthiesoptimization approach is used. In
this method, if optimal VAR allocated to a contingg is adequate to address voltage

problem for other contingency, then it's a dominamtingency.

Let SCON; andSCONk be severe contingencies.
Let VAR _ALLOC, be the VAR allocation foBCON;.
Hypothesis: Severe contingencCON; is dominant over severe contingen8gON, If

VAR _ALLOC, is sufficient enough to ensure acceptable volgéormance foBCON.

3.4 Solution Methodology for Static VAR Allocation

The aim of reactive power allocation is to detereniine optimal location and amount
of new reactive power sources on transmission Bysiéhe optimization is performed to
ensure the security of the system and that theesystus voltage is within an acceptable
range for different contingencies. The problem ateréng all the severe contingencies is
formulated as Mixed Integer Non-Linear Programmi(/dINLP). This simultaneous
consideration of contingencies may lead to hugdlpro size and large number of integer
variables. This may increase the complexity ofghablem exponentially. Thus, solving the
problem simultaneously for a set of contingencis lse very complex. Some of the critical

issues related to handling all contingencies siamgously are:
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1. The overall problem size increases by the numberoatingencies considered.
Say forNc contingencies, the new problem sizeNis times bigger than that of
single contingency.

2. In a nonlinear problem, the complexity to solve m Jacobian matrix is say?
due to its sparse structure. So wh@&t contingencies are considered
simultaneously then the complexity increases byaeiof of Nc?> and becomes
Nc?n.

3. With respect to the integer part, the worst casmptexity to solvew integer
variables is2". Thus the integer part has exponential complexitygr Nc
contingencies simultaneously the overall compleisitsoughly(2")* Nc?n?.

4. Another critical issue of the resulting large smmlinear problem could be that

the model may fail to provide a solution due to4convergence.

The problem considering all the severe contingenisdormulated as Mixed Integer
Non-Linear Programming (MINLP). The resultant muaintingency constrained VAR
allocation problem is too big to be implementedcefhtly. So, a methodology is proposed
which decomposes the overall optimization problero itwo Phases. In first phase i.e.
PHASE1, the MINLP optimization is performed on @a¥ere contingency at a time, instead
of optimizing all of them simultaneously. Thus, tt@mplexity of the PHASEL is much less
than the original problem complexity. Also, it isdependent of the number of severe
contingencies. The concept of dominant contingenisientroduced in this work which limits
the number of contingencies to be processed in FHARt the end of PHASEL near

optimal VAR allocation is obtained. The VAR alloicat obtained in PHASEL1 is refined in
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second phase i.e. PHASE?2, by considering all tersecontingencies simultaneously. The
PHASE?2 problem is modeled as Linear Programming).(Ifhe advantage of the overall
proposed methodology is that large number of cgeticies can be considered with an

acceptable run time and memory requirement whigieng the accuracy of the results.

3.4.1 PHASE1: Single Contingency Optimization

In PHASEL, reactive power allocation is done fairggle contingency. In this Phase,

there are two categories of static VAR sources:

1. Existing VAR source: These VAR source location antbunt are needed for any
solved single contingency optimization. The VAR dton and the amount
already found for solved contingency is retainedsiobsequent optimizations in
PHASEL1. During subsequent optimization of PHASEg, éxisting VAR amount
at a previously found optimal location can onlyrgase not decrease. This
ensures that the current VAR amount still satisftte previously solved
contingencies.

2. Candidate VAR source: These are additional VAR segimvhich may be needed
during PHASEL1 of optimization if there is insufieit existing VAR support to

satisfy system security and voltage violation.

In PHASEL1, optimal VAR allocation is done for omentingency at a time. The same
problem and equations as defined in Section 3.2 um@d by considering only one
contingency. The information obtained from contimge ranking is used in this Phase to

determine the sequence in which single contingeapiimization will be performed.
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Contingencies to be processed in PHASEL are sdleotéhe order of their descending
severity, i.e. most severe contingency is procefisgtdfollowed by less severe and so on. It
is very likely that VAR allocated for a severe dogency is adequate in resolving voltage
problem for a less severe contingency. Thus, sgleiontingencies in descending order in
PHASE1 leads to better solution and speeds upwibalb process.

In PHASEL if for any contingency candidate VAR sm# are used, then these VAR
sources are added to the network as existing VARces and retained for subsequent single
contingency optimization. This means that if a tawais selected for any contingency then
it's retained while solving for subsequent contingjes. By fixing the already found optimal
locations the number of binary variables that néedoe considered while solving the
subsequent contingency are reduced. This propoppdoach may lead to significant
reduction in the number of binary variables thatdeao be considered during the
optimization of next dominant contingency. Thus toenplexity of integer optimization in
PHASE1 may reduce significantly after each contioyas processed. While solving for any
subsequent contingency, the existing VAR suppodvilable in the optimization at zero
cost, i.e. zero location cost and zero existing V&Rount cost. This helps in utilizing the
existing VAR resource in the system while solvimg the subsequent contingency. While
solving for the subsequent contingency there ametpossible outcomes: (a) an extra VAR
amount is needed at an existing location, (b) a loeation is selected with a VAR amount,
(c) a combination of both (a) and (b). The lowed aipper bound of existing VAR sources
(for the contingency solved before) are increadedeieded, they cannot be decreased
however. The increase of lower and upper boundkistieg VAR sources do not cause any

constraint violation for contingency solved earlmcause (non-fixed) VAR sources are not
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obliged to output at limits for all the contingee€i In minimizing the cost of VAR
allocation, existing VAR sources are used prefeaéint If it is not possible to satisfy system
constraints with existing VAR support then poteAR support is used.

After the result of first severe contingency isabed, the allocated VAR support is
used to check if the remaining severe contingenbi@ge become non-severe. This is
validated by simulating the outage while utilizitige previously allocated VAR support. For
the remaining contingencies the outage is simujatath the automatic adjustment of
switched shunt being enabled. If for the availabl&R support the bus voltages are
acceptable then the particular severe contingentagged as non-severe.

The contingencies that become non-severe are detairom the list of severe
contingency. Contingencies that are still severe, ratained in their original descending
order of their severity. Then the single contingeaptimization is done on the most severe
contingency present in the stack. The contingeesersty index is not updated in this case
as PHASEL VAR allocation is a rough estimate nobptimal. So the original descending
order of contingency severity is used to select ib&t contingency to be processed in
PHASEL1. After solving a contingency in PHASE1, st of optimal location and maximum
capacity of existing VAR source is updated. Thiegess is repeated in PHASE1 until all
contingencies have been solved.

At the end of PHASEL, two important information’se aobtained: (a) the set of
dominant contingencies out of severe ones. (baliest VAR location and amount for all the
contingencies.

The solution approaches for solving location problean be divided into three

categories:
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1. Classical optimization methods: integer prograngncutting plane techniques,
and branch and bound.

2. Heuristic methods: priority list.

3. Meta-Heuristic methods: expert systems, genafgorithms, tabu search and
simulated annealing.

Heuristic methods are easy to implement but onlgoptimal solution can be
obtained due to incomplete search of solution spsleta-Heuristic methods are promising
and still evolving. They can also handle non-convasges, but they do not guarantee optimal
solution. Also, the computational time is normdilyge due to its random search process and
this problem becomes more evident in case of lage system. Classical optimization
method, branch and bound is well suited for soMiagge scale NP-hard combinatorial
problem. Branch and bound method guarantees opsiohation.

To solve the PHASE1 MINLP problem, the Branch araugl (B&B) approach is
used. At every node of B&B the problem is solvedéhaxing or fixing the integer variables
and solving a continuous NLP. The relaxed NLP moblis solved here by Sequential
Quadratic Programming (SQP) method. The MINLP oation problem is solved in
GAMS modeling language [85]. For solving MINLP, tasized B&B method [86] is used.
SNOPT [87] a NLP solver, based upon sequential i@dorogramming (SQP) method is

used. The overall framework of solving the problsrdescribed in subsequent sections.

3.4.1.1 Branch and Bound

A general MINLP problem can be written as
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min (X, w) (3.1)

subject to

0=g(x,w) (3.2)

0= c(x,w)

xOR"

wQozm

Here x is continuous variable and is binary variable.

Branch and Bound (B&B) algorithm was first propossdLand and Doig in 1960.
Branch and Bound algorithm has been successfufilieapto solve NP complex problems.
For example it has been utilized in solving the dastravelling salesman problem.

Branch and Bound algorithm searches the compledeespy dividing the solution
space into two subspaces iteratively as showngarEi3.1. Branch and Bound is an iterative
algorithm where each iteration branches the tre#d @wssibly prunes the tree until the
solution is found. This is a deterministic methbdg it guarantees global optimal solution.

In this work to increase the efficiency of BranaimdaBound, system knowledge is
incorporated. This helps in reducing the overathpatational time. In the following section

this will be discussed in more detail.
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Figure 3.1 lllustration of search space by DFS itlgm of Branch and Bound.

A B&B algorithm for solving MINLP problem requires search tree (data structure).
The search tree maintains a listof unsolved subproblems. The algorithm also maista
record of best integer solution that has been folihe solutionX*, w*) is called incumbent
solution. The incumbent solution gives an uppemigbub of an optimal solution to MINLP.
The basic steps involved in B&B are shown in FigBu2 and discussed below:
1. Initialize: create listL with MINLP as initial subproblem. When integer iadnles are

integers the problem gives an upper bound. Sogbad integer solution is known,
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then initialize x*, w*, and ub . If there is no incumbent solution then initialize
ub =+ .

2. Select next Subproblem: select an unsolved subgmb$, from L. If L is empty
then stop. If an incumbent solution exists thent tbalution is optimal. If no
incumbent solution exists then MINLP is infeasible.

3. Solve: when integer variables are relaxed. Thexegelproblem gives a lower bound.
So, relax integrality constraints @ and solve the relaxed NLP. Obtain solutigrv
and lower boundb of the subproblem.

4. Fathom Subproblem: If relaxed subproblem was iniéasthen fathoms. If Ib>ub
then fathom current subproblem. So, rem&/&om L and go to step 2.

5. Integer solution: Ifw is integer, then update¢, w*, andub . RemoveS from L and

go to step 2.

6. Branch Subproblem: At least one of the integeraldésw, takes fractional value in

the solution of current subproblem. So, create tww subproblemsSs, and S, by

adding the constrain, <w, andw, > W, respectively. Remové& from L and add
S, and S, to Land go to step 2.

7. Solution: When no subproblem is left i, then optimal solution ix*, w*, and

optimal value=incumbent.

This work explains a paradigm for the integratidrengineering knowledge with the
search strategy of a B&B algorithm. The optimizatis fairly generic and addresses reactive
power source allocation issue in power systems. Sdilation concerns the allocation of
reactive power sources at different locations wilifferent amounts. The system knowledge
is exploited to prioritize and coordinate the optiation search or simplify the optimization

effort within B&B.
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Initialize B&B tree

Select and solve a
new subproblem

Infeasible or Fathom
Ib = ub subproblem :
Branch into two
Variable binary subproblems —
Update upper
Binary solution bound —>

Yes

Output optimal
solution

Figure 3.2 Steps involved in Branch and Bound &iviag MINLP.

The main aim of developing a customized B&B is ignsicantly reduce the
computational effort by incorporating conceptuastsyn knowledge into the solver. The
customization spans the three main aspects of Bg&ighm:

a. Node Selection
b. Branching Variable Selection

c. Upper Bound Selection
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The above three selections are used and coorditmeatomplish one main aim, i.e.

maximum pruning of the search tree thereby redutiagearch time.

A. Node Selection

An important parameter in B&B is selection of nexbproblem to be solved. In this
work one of the static method i.e. Depth FirstrSledDFS) is used for node selection. DFS
begins by expanding the initial node and generatsiguccessors. In each subsequent step,
DFS expands one of the most recently generatedsndée nodes generated by DFS can be
stored in a stack and solved as Last in First blR@) order. If a node does not have any
successor then the DFS backtracks to the parengxgidres an alternate child. When DFS
algorithm finds a solution, then the algorithm ugedathe current best solution. DFS B&B
does not explore paths that are not guaranteedatb tb solutions better than current best
solution. When DFS terminates its search then timeent best solution is an optimal

solution. The advantages of implementing B&B viaZdfe:

a. Low node evaluation times
b. High chance of finding feasible solution quickly
C. Minimizes memory requirement, as storage requirensdimear in the

depth of the state space being searched.

In DFS B&B as each node in the solution spacessged two tests are done. First, the
‘isFeasible’ test is done to check whether the given nodeasgts a feasible solution. Next,
the ‘getLowerBound’ test is done to determine the lower bound onhibst possible solution
in the given subtree. The second test determinethghthis bound is less than the value of

the objective function of the best solution alreddynd. The recursive call to explore the
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subtree is only made if both tests succeed. Otlservihe subtree of the solution space is
pruned.

In this work, from the parent node DFS first creatiee right child node by fixing
w;=0 and then the left child node by fixing =1. Here,w; is a binary variable. As the left
node is stored Last in the stack so it is solvest.fiThis approach helps in obtaining a
feasible solution and a better upper bound faserdlhy, pruning most of the nodes which

have more binary variables equal to zero (;e0).

B. Branching Variable Selection

The efficiency of B&B heavily relies on the selecti criteria of the branching
variable. In the absence of specific system knogdedise of generic branching strategy
cannot guarantee better performance. A good sefecti branching variable may result in
elimination of large subdomains of solution spatkere are several options for variable
selections [88]: random, most fractional (most geteinfeasible), strong branching, pseudo
costs, and reliability branching.

The variable selection policy is used to choosentiyd variable for creating the child
nodes from the bud node. Branching variable seleatan make a big difference to the size
of a tree search. The goal of branching variablecten is to select the variable that
improves the upper bound the most.

The B&B search expands only nodes that survivepthaing test. The basic idea is to
encourage early failure of nodes on the tree. Tosec to the root that a node is pruned, the
more tree is cut off. It is worth mentioning helnattpruning rigorously does not compromise

on the optimality of the solution.
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In this work, the CLI information associated witacd candidate control location is
used. The candidate locations are ranked in desagndder, which means that the candidate
location which helps the system the most gets ladnigank.

Here a priority list of branching the binary valed is created. The variable
corresponding to candidate control location whgmbst effective is branched first followed
by the next most sensitive one and so on. The ifyi@equence of locations (binary
variables) can be given as:

WISWo>W3. . SWisS>. L >Wi

Here, binary variablev; is branched at tree level 1, followed wyat tree level 2 and
so on. HereN is total number of binary variables.

The advantage of this approach is that it mightltes massive pruning of nodes. For
example when the node witly=0is solved, it is quite likely that the lower bound this
node is greater than the best obtained upper bamthe absence of most sensitive location
will lead to higher reactive power allocation coBhis will result in pruning of that node,

which is a great saving as this node is closedaabt node.

C. Upper Bound Selection

A good Upper Bound is one important aspect of B&Bmetimes it takes bit of
ingenuity to find a good one. Instead of waiting BFS to find the first incumbent solution,
here a heuristic approach is utilized to generatmeumbent solution even before beginning
the B&B process. This is tremendously useful inngmg because many buds will never be
expanded if their bounding function value is wotisan the objective function value of the

incumbent solution. As a heuristic, an initial indoent solution can be obtained by selecting
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first half candidate locations from priority liss @&qual to ‘1’ and the lower half candidate
locations (with less priority) equal to ‘0’. Thigtristic works well as the candidate locations
are used one by one in descending order to metnsyequirements. It is highly likely that

the optimal solution will be in the neighborhood ludlf of the total candidate control

locations.

3.4.1.2 Sequential Quadratic Programming

At every node of branch and bound tree a continlduB problem is solved by

relaxing the binary restrictions. Thus, a genetdaPNroblem can be written as
min  f(X) (3.3)
subject to
0=9(x)
0=c(x)
xOR"

In the NLP problem described above bounds on vimsabre a special case of

inequality constraints. At a stationary poit, the first order KKT conditions are given as:

Of (x*)+ AT Dg(x*)+ u’ Dc(x*) =0 (3.4)
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(s.u)z0

Thus the solution that satisfies (3.4) is found bging Sequential Quadratic
Programming (SQP) method [67]. This NLP formulatc@m be converted into a Lagrangian

augment functiori.(x, A, u) form as:
L(x,A, 1) = £ (x)+ ATg(x)+ " c(x) (3.5)

where A and i are Lagrangian multiplier vectors for equality staint g and inequality
constraintC respectively,e=[11,---1]", S= diag{s},M = diag{/,z}. The correspondent QP

problem form can be expressed as

min Of.d, +%d,f B, d, (3.6)

subject to

Oged, +g, =0
Ocid, +c, <0
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where B, is positive definite approximation to the Hessiaatnm of the Lagrangian function
L(x,/i,,u) of the original problem [68]-[69]. This approxinat to Hessian matrix is

obtained using Broyden-Fletcher-Goldfarb-Shanno GBF method. BFGS method is a
numerical algorithm to find optimal solution for aomstrained nonlinear problem, where it
has been considered one of the most efficient @aghes. BFGS belongs to quasi-newton
method, which utilizes first-order gradient infomoa to generate approximate Hessian
matrix. Avoiding the calculation of exact Hessiaancsave significant computational cost
during iteration process of optimization. Thus BF@®thod can be used to update the

approximate Hessian matrix as:

B., =B, +QIQK _ Bk%SIBk
+1
SO S B

(3.7)

Where,

S = X — X,

Vi = 0 LKt A i) = O, L (X A 21,
O = ty, +(1-1)B,s,

1 if sy, >02s,B,s,
t=< 08s/B,s,

ese
S:Bksk _S: Y
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Here g, is obtained using the damping factoin order to guarantee th& ,, is sufficiently

positive definite.

3.4.2 PHASE2: Multi-Contingency Optimization

The VAR allocation done in PHASE1 may not be optirtme reason for this is that
VAR support installed at the end of PHASE1 may abisome of the amount installed at
the beginning. Thus, PHASE?2 is used to refine thet®n obtained in PHASEL1.

In PHASE? all the severe contingencies of PHASEIlcansidered simultaneously in
the optimization framework. In this phase the VAR@ation obtained in PHASEL1 is refined
to find optimal VAR allocation, by considering @lie severe contingencies simultaneously
in the optimization model.

In PHASE?2, due to consideration of contingenciesufianeously the optimization
problem size becomes large. So, the size (andbharemputational) complexity of the
problem is simplified by only considering relevanequality constraints in SCOPF while
dropping all equality constraints. The optimizatiproblem in this phase is formulated as
Linear Programming (LP). For solving the LP probl]eéBNOPT [87] solver in GAMS is

used.

min JZZZ(Cfc+ Cvc( cc_Qic))

cc

As the locations are fixed now, so the objectivection is modified as:

www.manaraa.com



73

min ‘]2 =ZCVC(QCC - Qic)

cc

Subject to

V, < V4D S0 AQ5 +
cic

0<Qf +AQy <
-AQ, <AQE <AQ,
0<Q, <Qf +AQ,
0<Qf +AQ, <Q,
Q.<Q° +AQf <0
-AQ, <AQ! <AQ,
QP -AQ,, <Q, <0

Qic < Qii _Aaic <0

zstb,c AQ|I<(: s \Tb

cC

OcOC, OkOSCON

OcOC, Ok O SCON

OcOIC

OcOC

OcOC, UkOSCON

OcOC, OkOSCON

OcOC

UcOC

ObOB, OcOC, Uk SCON

Here, @ and Q. are capacitive and inductive VAR amount from thevipus PHASE2

iteration. In the 1 iteration of PHASE2Q? and Q° are equal to output value of VAR in

www.manaraa.com



74

PHASEL. In the beginning of PHASEAQC and AQC can have big value which can be

decreased slowly as the solution of PHASE?2 statisng closer to the optimal solution.

This optimization formulation does not directly olve steady state power system
models. Instead, it uses the voltage sensitivifprmation to VAR amount, and VAR
capacity constraint. So, this approach requireatitegg between SCOPF with only inequality
constraints and power flow to check (in)equalityhstoaints. The process is repeated until
some convergence criteria are met.

At each iteration of PHASE2, VAR amount for all togencies is obtained. Then
the network configuration is updated by includihg tdentified VAR support for each severe
contingency. The power flow simulation is carriag éor each severe contingency to check
if the desired voltage performance criteria is nidtis step is necessary at each iteration of
PHASE?2 as power system model is inherently nontinaad the PHASE2 optimization
problem is solved by usind\V/AQ linear sensitivities. This feedback process hetps
identifying contingencies that have voltage viaatafter the VAR amount solution obtained
from PHASE?2 LP problem is used in the network. Tieisdback process also ensures that
the result obtained from PHAE?2 is optimal.

At each iteration of PHASE2 VAR amount can be farthefined by re-computing
AV/AQ sensitivity by using the most recent network cgmfation for each concerned
contingency. The updated sensitivity informatiorfed into PHASE?2 optimization process
and the optimization problem is solved again. Téemtnation criteria for this iterative
process is that all severe contingencies satisfiage performance criteria and change in

VAR amount during the last few PHASE?2 iterationddss than the tolerance level. The
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output of PHASE2 gives optimal static VAR locatiand amount for all severe

contingencies.

3.5 Reaultsand Discussion

3.5.1 Numerical Results

In this section, static VAR allocation results described for the test system used in
Chapter 2. In the given system much of the actmwegy generation is in the north and west
side, whilst much of the demand is in the south east part of the network. This condition
results in a predominant north to south and westast transfer. This leads to significant
reactive power losses in the line, resulting in kygtem voltage.

The results of PHASE1 optimization are shown inl&&b2. From the table it can be
observed that contingencies are solved in theiceteting order of severity. The switched
shunt amount obtained after solving the presentimgency is used to check which other
remaining contingencies have become non-severefoothe existing VAR amount. This is
shown in Table 3.3 where for example, by usingapgmal amount found for contingency

18-21, contingencies 18-20, 12-18, and 12-10 beawnesevere.

Table 3.1 Cost comparison of static reactive power devices at different voltage level.

Bus Voltage| Fixed Cost| Variable Cost ($ million/100 | Maximum Shunt Capacitance
(KV) ($ million) MVAR) (MVAr)
115 0.07 0.41 120
138 0.10 0.41 150
230 0.28 0.41 200
345 0.62 0.41 300
500 1.30 0.41 300
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Table 3.2 PHASEL: optimal allocation considering only one contingency.

Line Contingency Shunt cap. allocation (p.u.)
No. From Bus To Bus| Bus 1§ Bus 19 Bus 28
1 18 21 0.76 0.12 0.05
2 14 10 0.08 0.42 0.02
3 21 32 0.48 0.38 0.21
4 25 26 0.10 0.03 0.59

From the Table 3.3 it can be also observed that 4ntontingencies are solved in

PHASEL. Thus, out of a total of 13 contingenciely dndominant contingencies are solved.

This results in reduction of computational time andbtal saving of 69.23% in PHASEL.

Another significant impact is reduction in complsnof integer optimization. This shows the

benefit of the methodology proposed in PHASEL.

Table 3.3 Non-severe contingencies after solving each dominant contingency.

Line Contingency

Iteration Contingencies that become non-severe
No. From Bus To Bus
1 18 21 18-20,12-18,12-10
2 14 10 21-22,19-20
3 21 32 19-21,20-22
4 25 26 28-25,28-29

The optimal allocation of switched shunt obtainetha end of PHASEL is 0.76 pu at

bus 18, 0.42 pu at bus 19,and 0.59 at bus 28.,Tdwisof 6 candidate locations only 3

locations are selected as optimal locations fdalhsg VAR source.
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While solving the integer problem in PHASE1, thestomized B&B was used to
reach the solution faster. The depth first approsah used for node selection. Thereby the
left child node where the binary variable was fixedl was solved first. This approach
helped in achieving the feasible and upper boundhef problem faster. The branching
variable selection was predetermined based uporsehsitivity of the candidate location.
Thus at each level of the tree the binary varidbé needs to be branched was already fed
into the program. The order in which binary var@ablas branched corresponds to 19, 18, 28,
21, 20 and then 26. This approach helped in pruloh@f nodes, resulting in significant

computational time saving.

After PHASE1 results are obtained they are furthefined in PHASE2 by
considering all severe contingencies simultaneoaslydiscussed in Section 3.4. The 3
optimal locations found in PHASEL1 are fixed in PHES The refinement of VAR amount is
done at these selected 3 locations. This finalnmgdtiallocation of mechanically switched
shunt capacitors by considering all severe contiogs simultaneously is shown in Table
3.4. The gap between the optimal solution obtaifreth PHASE2 and solution from
PHASEL1 is only 7%. This shows the usefulness afgushe PHASE1 solution as the
starting point in PHASE2. The total installationstoof mechanically switched shunt

capacitors is $1.16 million.
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Table 3.4 Optimal allocation of mechanically switched shunt VAR.

Shunt VAR
Shunt VAR amount Cost Total cost
location Qc Q ($million) ($million)
(p.u.) | (p.u.)
Bus 18 0.68 0.00 0.381
Bus 19 0.40 0.00 0.263 1.16
Bus 28 0.57 0.00 0.515

3.5.2 Discussion

One vital issue in solving the multi-contingencystrained VAR allocation problem
is the huge problem size. Due to considerationlafexvere contingencies simultaneously in
the optimization framework the problem size becon&y big, complex to solve, and very
time consuming. Sometimes, the problem may becamm®mplex that it might be very hard
to find a good solution.

One of the key factor in solving the multi-contimgg VAR allocation problem is to
develop a methodology which is less complex, leadsnanageable problem size, and
reduces overall computational time. This is higigirable without sacrificing the accuracy
of the solution.

The major reduction in the complexity and size loé fproblem was achieved by
decomposing it into two phases. In PHASEL, instaasblving the MINLP problem for all
the contingencies it was solved only for the mastese ones. Thus, the complexity of
PHASEL is independent of number of severe conticigen This approach reduced the

problem size and made it more tractable. This ardielped in determining the dominant
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contingencies. As the MINLP optimization was onppked to dominant contingencies the
overall optimization time was significantly reducelso, if a location is selected for any
contingency then it's retained while solving forbsaquent contingencies. By fixing the
already found optimal locations the number of byneariables that need to be considered
while solving the subsequent contingency are redlu€his proposed approach may lead to
significant reduction in the number of binary vaies that need to be considered during the
optimization of next dominant contingency. Thus toenplexity of integer optimization in
PHASE1 may reduce significantly after each contiroyes processed. Some more reduction
in computation time was achieved by ignoring sore-binding inequality constraints. As
active power generation was pre-specified so ipsrational limit constraint was ignored.
Also, post-contingency bus voltages (both low amghhwhich were within the acceptable
limit were ignored. The computational time to detgre non-severe contingencies out of
severe ones was reduced by solving for all the Engsevere contingencies in parallel.

The effectiveness of the PHASE1 methodology cafuliber refined by making use
of system knowledge. The fact that reactive powea iocal issue can be used in creating
system equivalent of far away network for each iogency state. The reduction of part of
the network by an equivalent, significantly reduties network size and thereby problem
size to be considered in optimization. It's impattéo understand that a system equivalent
can be created for one contingency, but it maynq@ossible to have one system equivalent
which is good for all contingency states. Thus,dpgmization model developed in PHASE1
can take advantage of system equivalent (for eastingency). Although this concept is not
incorporated in this work, but it is something déély worth considering while solving for a

large size power system network.

www.manaraa.com



80

The present structure of PHASEL can be further mcgthto obtain better results. In
future as more efficient algorithms are developddctv can handle large size (MI)NLP
problem. The dominant contingency information aedi from PHASE1 can be utilized to
further improve the results. The PHASE1 can be esblagain by considering all the
dominant contingencies simultaneously. This apgroggarantees better PHASEL results,
but at a much reduced computational cost; as ooigimant contingencies are considered
simultaneously instead of all severe contingencies.

In PHASEL1 to solve the MINLP problem Branch and Badumethod is used. This
work outlines the development of customized B&Bvsoland reports on the advantages
observed from the customization in VAR allocatidhe proposed B&B gives power system
planners the flexibility of customizing the programocording to their system conditions and
knowledge base. The customized search engine witkib system knowledge performs
better. The capability of selecting next sub-probl® be solved and to apply branching and
pruning tailored to the problem and system propertiroves particularly effective. With the
customized B&B less nodes have been enumeratedebefaching optimality compared to
search approach performed by a generic B&B. This fesulted in significant CPU time
reduction. The customized product not being a blaok gives users the flexibility of
modifying the code to increase its performance. &ample, the customized B&B can be
easily extended to solve the DFS-B&B in parallelism

After the close to optimal solution of PHASElachieved the aim is to refine the
installed VAR amount while considering all the doagencies. Thus, in PHASE?2 all the
severe contingencies are considered simultanecliseyPHASE?2 optimization problem uses

sensitivity information to formulate it as LP, whigs suitable for large problem size. In
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PHASE2, to leverage the problem size while considerll the severe contingencies
simultaneously only essential constraints are caned. As in PHASE1 bus voltages which
were within the acceptable limit can be ignored.

In PHASE2 only linear sensitivity information isagsin the optimization. Thus, it
becomes very crucial that effective region of linsansitivity is used. It is well known from
Q-V analysis that voltage and reactive power hawvalinear relationship. Thus, linear
sensitivities calculated for a given amount of alled VAR is only good in close
neighborhood of operating point. This means thiitailVAR amount information provided
in PHASE?2 optimization should be close to optin@uson. To ensure that optimal solution
is achieved and with less computation effort, th®Rvamount obtained from PHASEL1 is
used as the initial operating point. Also, sengitiinformation is updated after each iteration
of LP optimization.

Thus, the approach developed in this work can awlgp system planners to optimize

the location and size of new reactive power souocethe transmission system.
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CHAPTER 4. OPTIMAL ALLOCATION OF DYNAMIC VAR

SUPPORT

4.1 Introduction

In recent years, full utilization of electrical egments has been done to maximize
profit. This causes overloading of some transmisdines deteriorating the stability and
reliability of the system. The problem gets evenreraggravated during contingencies; when
system trajectories, which are the movements dé &y generator angle) and algebraic
variables (say bus voltage) may violate acceptghiimits. Some of these contingencies
may create stability problem, while others may tgmwer quality problem [35]. One of the
main contributors to poor power quality is, abndrtoav/high voltage such as unacceptable
voltage dip or delayed recovery of voltage to atagle limit. Induction generator during
voltage recovery phase may absorb two or threestmheeactive power than nominal value
thus extending the duration of voltage dip. As peten level of wind energy increases in
future, more dynamic reactive power support mayhbeded to enhance low voltage ride
through (LVRT) capability of wind generators andraintain short term stability of the
system [89]. During voltage dip stalling of indwsti motor may occur which may further
delay voltage recovery. If voltage recovery is slamd there is sustained low voltage then
zone 3 relay may mal-trip aggravating the problamther. Unwanted operation of
protection relays, especially zone3 [37], [38] do@oor power quality should be avoided, as
that can possibly lead to cascading events. Casrtieyg during peak load may depress the

voltage in fault area by 40% or more leading tdage collapse. NERC/WECC has a voltage
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performance criterion which has to be respectealldimes. Once severe contingencies are
identified [36], the next step is to find controkthod to mitigate system failure due to such
contingencies. Thus a control mechanism is needeshsure post disturbance equilibrium.
Also, post disturbance equilibrium should be achiein a time frame so that the disturbance
is not spread to other parts of system. The pastidiance transition process should satisfy
performance constraints. Most utilities use ‘plaignstandards’ as a benchmark, such as the

NERC/WECC [89] standard to comply with dynamic agk performance criteria.

Secure state

Cd

ESE— ————
Post disturbance Preventive control
trajectory trajectory

Figure 4.1 lllustration of stability region

For severe contingencies, a control mechanismaslegto confine the disturbance,

satisfy performance criteria during transition me& and ensure post disturbance
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equilibrium. There are few options to take cardrahsient voltage performance and short
term stability. One, Under Voltage Load Sheddiny(\3) which is a slow control and may
not be able to address fast voltage dynamics dpedlanmediately after an outage. Also,
shedding load is the least preferred option. Tweldbnew transmission lines or upgrade
existing transmission lines to higher voltage lebat this comes with an extra cost and
usually takes 5-10 years of installation time [70]hree, install fixed shunt capacitors but
they cannot handle short term voltage problemscediely. Four, install Flexible AC
Transmission Systems (FACTS) dynamic VAR deviceshsas static var compensator
(SVC) [39]-[41]. The cost of installing FACTS rangetens of millions and can be build in
1-3 years [61]. Based upon the nature of probledrem$ed, dynamic VAR installation is a
good option and is considered in this work. Alsgnamic VARs can help to defer
transmission enhancement.

In this work, an important issue is addressed watfpect to credible contingencies
i.e. short term system security and power quakligst acting reactive power control is
needed to mitigate the above problem. There are quastions regarding installation of
dynamic VAR support in the system: (1) where taroptly locate VAR support? (2) what is
the optimal capacity of VAR support?

In [39], [40] optimal location of dynamic VAR sows is found for enhancing power
system security and power quality. Traditionallgdsteady state based optimal power flow
which finds minimum amount of control needed toambtrequired PV margin [42] do not
take system dynamics into consideration. As powstesn is a dynamical system so it seems
more realistic that dynamic system model shouldubed in optimization framework to

obtain accurate control amount-time dependencdyfioamic security.
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The problem of optimal VAR allocation in dynamiaifework has two subproblems:
a combinatorial optimization problem and a dynaaptimization problem. This gives rise to
Mixed Integer Dynamic Optimization (MIDO) problenthis is a complex optimization
problem and exact solution can be obtained by cetmpenumeration of all feasible
combinations of locations, which could be a vergdunumber especially for large scale
system. Thus optimal allocation problem can be NPjaete. There are two approaches to
solve this problem: heuristic (easy to implement, low accuracy of result), mixed integer
dynamic optimization (very difficult to implemenbut high accuracy of result). Heuristic
method may work fine if candidate control locati@msl number of severe contingencies are
very few. However, if candidate control locationsdanumber of severe contingencies are
many, then this approach may give unrealistic teslihe available numerical algorithms for
solving MIDO problem fall into one of two categmiandirect (or variational) methods and
direct (or discretization) methods.

In the direct methods MIDO problem is solved baspdn discretisation of control
and state variables. There are two approachegeadtdnethod, namely sequential or control
vector parameterization (only control variables digcretised), and simultaneous or direct
transcription (fully discretise state and contr@rigables). In sequential method, control
variables are represented as piecewise polynonalads optimization is performed with
respect to polynomial coefficients. Sequential modthare relatively easy to construct and to
apply. But they require repeated numerical integnabf DAE model, which may get time
consuming for large scale problems. Also, sequemntiethods have properties of single
shooting method, so they cannot handle open lostahility. Moreover, path constraints can

be handled only approximately within the limits adntrol parameterization. Simultaneous
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discretisation converts MIDO problem into a find@nensional mixed-integer non-linear
problem (MINLP). The advantage of this approachhiat dynamic model and optimizer
constraints converge simultaneously. It also hasebetability properties. For boundary
value problems and optimal control problems, whioked implicit solutions, this

discretisation is a less expensive way to obtarui@te solution. There is one drawback

however; due to discretisation the NLP problem beeomes large.

Mixed Integer Dynamic Optimization (MIDO)

v v

Mixed Integer (MI) Dynamic Optimization (DO)
Branch Met Direct Method Indirect Method
& Heuristic | cta " (Discretization (Variational
Bound euristic method) method)

Sequential Method Simultaneous Method
(Partial discretization) (Full discretization)

Figure 4.2 Solution approaches to MIDO problem

The MIDO algorithms in literature that utilize rembd space methods all decompose
the problem into a series of primal problem wheireaty variables are fixed, and master
problem which determines a new binary configurafmmnext primal problem. Thus, primal
problem corresponds to continuous DO problem wiigks a lower bound on final solution

whereas master problem gives an upper bound otisulu
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Another approach of solving DO (primal) problenmbig using indirect method. The
indirect approach attempts to find stationary fior via solution of Hamiltonian Maximum
principle [44]-[46]. The main advantage of indireoethod is high accuracy of obtained
solution. In particular no approximation of congrélas been undertaken, in contrast to direct
methods. Indirect methods are most often appliednatligh accuracy of solution is crucial
and enough time for obtaining the solution is ald#é. The major disadvantage of indirect
method is its inability to handle inequality comstts efficiently. If the problem requires
handling of active inequality constraints, findigrrect switching structure and suitable
initial guesses for state and adjoint variablesften very difficult. Also, sometimes the
solution may become infeasible for a given setusfsged initial conditions.

The solution approaches for solving location (magbeoblem can be divided into
three categories:

1. Classical optimization methods: integer programgncutting plane techniques,
and branch and bound.

2. Heuristic methods: priority list.

3. Meta-Heuristic methods: expert systems, genafgorithms, tabu search and
simulated annealing.

Heuristic methods are easy to implement but onlgoptimal solution can be
obtained due to incomplete search of solution spsleta-Heuristic methods are promising
and still evolving. They can also handle non-coneases, but they do not guarantee optimal
solution. Also, the computational time is normdilyge due to its random search process and

this problem becomes more evident in case of lagde system. Classical optimization
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method, branch and bound is well suited for soMiagge scale NP-hard combinatorial

problem. Branch and bound method guarantees opsiohation.

4.2 Problem Formulation

Power systems can be represented by a set ofatiffal algebraic equations. In
equation (4.1)x, y andu represent differential state variable correspondmglynamical

state, algebraic variable, and control respectively

x=f(x,y,u)

4.1
0=g(xy,u) (41)

n n
where, x:[to,tf ]~ 0O X is differential variable,y: [to,tf >0 y algebraic variable and

n
u:[to,tf]|—>D U control variable. Furthermore we assume that teeivate of the

algebraic right hand side functiog with respect toy, namely dg/dyis regular. This

guarantees that system is of index 1.

Thus a trajectory is given by:
T = 0y ={ by ) Oltg 1}

with function x, y anduthat satisfy equation (4.1).
The objective of dynamic VAR allocation problentasfind minimum dynamic VAR

capacity at optimal locations that ensure dynanecusty of system against severe
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contingencies. Thus power quality (voltage dip) ahdrt term dynamic security problem are
addressed here.

As cost of VAR device is proportional to it's ragiimaximum capacity). Hence, the
aim is to minimize maximum VAR support requiremerer a fixed horizon. In general the

optimization problem can be given as:

min J= IC(u,w, p) (4.2)
subject to
DAE system

X = £4(x , y*,u,w,, p*)  OcOC, Ok OSCON
g“(x*, y*,uk,w_,p*)=0 OcOC, Ok O SCON 4.3)

Control, path and operational limit constraints
L (x*, y*,u*,w,, p*)<0 OcOC, Ok O SCON x4

Initial point constraint
b*(x¥, y&)=0 [k JSCON (4.5)

Binary constraint

w,O{og}™  OcOC
n n
where, xO0O Xandy OO Y are vectors of differential and algebraic variablespectively;

n n
ud0O Yis vector of time varying control variableg;(1 0 Pis parameter vector such @g
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which is, variable cost of dynamic VAR source whaan vary depending upon technology.
f represents dynamics of generator in form of difided equationsyrepresents system
power balance equation in nonlinear form, furtheerois assumed thalg/dyis regular ;|
represents time-invariant inequality constraintsstdte and algebraic variables such as
minimum and maximum allowed voltage deviation dgrimansient state condition and
minimum and maximum operational capacity of différelectrical devices. Power system
dynamics may have system state conditions at lititne. The initial time condition is called
boundary conditions. Thus, boundary conditions ystesm differential-algebraic equations

(DAES) are covered iiy.

4.2.1 Objective Function

Dynamic VAR allocation has fixed cost associatedhwnstallation location and

variable cost proportional to its rating (maximuapacity).

So, the objective is to find minimum VAR installati cost, which can ensure system

security against all severe contingencies.

min ‘] = ZWC |:(C:fc +Cvc EGQCC - Qic )) (46)

cc

In this work, fixed cost of $1.5Million and variabtost of $5Million/100Mvar is used [61].
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4.2.2 Angle Stability Constraint

Voltage instability is mainly driven due to loadrdymics. However, it gets influenced
by the dynamics of synchronous generator which igeopower and voltage to load buses
[64]. Especially in short term time scale, theraasclear distinction between load driven and
generator driven instability problem. Most practicaltage collapse incidents include some
element of both voltage and angle instabilitysihot very uncommon for voltage instability
leading to angle instability [65]. As motor loadbportion increases, motor terminal voltage
drops more. Also, motor active power decreasesrigad generation load imbalance which

may deteriorate the magnitude of angular excurarahangle stability.

Similarly in short term time scale angle instalilitepresses voltage which may cause
motor stalling thus leading to voltage instabili§o in a practical system voltage instability
of a load is possible due to loss of synchronismarof generator [66]. In the case of August
10, 1996 Western Interconnection breakup, PG&E @& experienced angular instability
which left portions of SCE system operating at @806 voltage for 10’s of seconds. A
rotor angle stability constraint ensures that systemains synchronized and avoids local
blackout. The transient stability can be monitotieugh the rotor angle and its deviation
from a centre of inertia reference frame. The $tgbconstraints can be expressed as

follows:

IOL S Jg (t) = Ocai ()= IOU Ug, Lt (4.7)
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This easy test of stability is sufficient to ensareacceptable system behavior since

it's combined with other time varying inequalityriraints. The value op is a practical

threshold which can be fixed on the basis of plaexperience.

where

p*, pYis afixed value

Ocar (1) = Z’;SlM 959 (t) /Zg‘iM g Ot (4.8)

4.2.3 Voltage Performance Constraint

It is not very uncommon for voltage problem leadioeginduction motor stalling.
Mostly motors stall when voltage drops by 20% omenof its nominal value. Due to low
voltage, motor torque falls below load torque anotan slows to standstill. This leads to
large reactive power consumption further depressiojage. Thus, it is important to
maintain voltage within acceptable limits. So, si@nt voltage dip constraint ensures that
voltage dip remains within acceptable limits andbgity of the system. As low system
voltage is a good indication of system instabiliijus the low voltage constraint can help in
preventing voltage instability [62] and maybe anigigtability as observed in [63]. During
severe contingencies some generators push thd@geoko high values to mitigate low
voltage problem, but sometimes this maybe unddsirdibhus, by enforcing an upper limit on

voltage excessive overshoot of voltage at genelatsiis prevented.
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0.75V,, <V, (t)< 125V,, Od, 0t O[ty ,t.)

0.70V,, <V, (t)< 1.30V,, Og,0tO[t, ,t,) (4.9)

Duration of low voltage constraint ensures that tinee of low voltage does not
exceed the acceptability limit so that especidlly induction motors don't stall. Also, if this
constraint is not violated then mal-operation dftaince relays on transmission lines can be

avoided.

075V,, <V, (t)< 080v,, for At<20cycles  Od,0tO[t,,t,) (4.10)

120V, <V, (t)< 125v,, for At <20cycles Od,0t0[t,,t.)

Lastly voltage recovery constraint is included ts@e that system voltage recovers
to an acceptable steady-state operating range nwihspecified time period. Transient
voltage dip related inequality constraints, dumatad low voltage and steady state voltage
recovery inequality constraints are shown in Figi@ In this workts is set to 3 seconds

after fault clearing.

095V,, <V, (t)< 1.05V,, Ob, Ot Ot,,t, ] (4.11)

The optimization problem given by (4.2)-(4.5) falleder the category of Mixed
Integer Dynamic Optimization (MIDO) problem. In shivork, simultaneous discretisation is
done to convert the MIDO problem in to MINLP profleThen branch and bound approach
is used to solve the MINLP problem. The probleraaksed by relaxing or fixing the integer

variables and solving a continuous NLP. The relak#td® problem is solved here by
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Sequential Quadratic Programming (SQP) method. dyeall framework of solving the

problem is described in subsequent sections.

t ts tf

Figure 4.3 Transient voltage dip, and voltage recpeonstraint.

4.3 Solution Methodology for Dynamic VAR Allocation

The aim of dynamic reactive power allocation isd&termine the optimal location
and amount of new reactive power sources on traassom system. The optimization is
performed to ensure the security of the systemraamhtain system bus voltage within an
acceptable range for different contingencies. THhignultaneous consideration of
contingencies may lead to huge problem size amgy@ laumber of integer variables. This may
increase the complexity of the problem exponemntiallThus, solving the problem

simultaneously for a set of contingencies can lvg gemplex.
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The resultant multi-contingency constrained VARbedition problem is too big to be
implemented efficiently. So, a methodology is pregd which decomposes the overall
optimization problem into two Phases. In first phds. PHASEL, the optimization is
performed on one severe contingency at a timeeaadstof optimizing all of them
simultaneously. The complexity of the PHASEL is muess than the complexity of the
original problem. Also, the complexity of PHASElimlependent of the number of severe
contingencies. The concept of dominant contingenagintroduced in Section 3.3 is used to
limit the number of contingencies to be processeBHASEL. At the end of PHASEL1 close
to optimal VAR allocation information is obtain€the VAR allocation obtained in PHASE1
is refined in PHASE2 by considering all the sevemmtingencies simultaneously. The
PHASE2 problem is modeled as Linear Programming).(Ilhe advantage of the overall
proposed methodology is that large number of cgeticies can be considered with an

acceptable run time and memory requirement whi¢eieng the accuracy of the results.

4.3.1 PHASE1: Single Contingency Optimization

In PHASEL, reactive power allocation is done fairggle contingency. In this Phase,

there are two categories of dynamic VAR sources:

1. Existing VAR source: These VAR source location antbunt are needed for any
solved single contingency optimization. The VAR dton and the amount
already found for solved contingency is retainedsiobsequent optimizations in
PHASEZ1. During subsequent optimization of PHASEE, éxisting VAR amount

at a previously found optimal location can onlyrgase not decrease. This
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ensures that the current VAR amount still satisftee previously solved
contingencies.

2. Candidate VAR source: These are additional VAR seaiwhich may be needed
during PHASEL1 of optimization if there is insufcit existing VAR support to

satisfy system security and voltage violation.

In PHASEL, optimal VAR allocation is done for orentingency at a time. The basic
philosophy of solving PHASE1L here is similar tottleaplained in Section 3.4.1. The same
problem and equations as defined in Section 4.2 umed by considering only one
contingency. The information obtained from contimgye ranking is used in this phase to
determine the sequence in which single contingeapiimization will be performed.
Contingencies to be processed in PHASEL are sdleotéhe order of their descending
severity, i.e. most severe contingency is procefisgtdfollowed by less severe and so on. It
is very likely that VAR allocated for a severe dogency is adequate in resolving voltage
problem for a less severe contingency. Thus, sgleiontingencies in descending order in
PHASEL1 leads to better solution and speeds upvéelb process.

After the result of first severe contingency is abéd, then the allocated VAR
support is used to check if the remaining sevengicgencies have become non-severe. This
is validated by simulating the outage while utilgithe previously allocated VAR support. If
for the available dynamic VAR support the bus wgdts are acceptable then the particular
severe contingency is tagged as non-severe.

The contingencies that become non-severe are detairom the list of severe

contingency. Contingencies that are still severe, ratained in the descending order of their
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severity. Then the single contingency optimizati®mone on the most severe contingency
present in the stack. This process is repeatedH®SE1 until all contingencies have been
solved.

At the end of PHASEL, two important informationse asbtained: (a) the set of
dominant contingencies out of severe contingen¢®sinstalled VAR location and amount
for all the contingencies.

To solve the PHASE1 MIDO problem, first it is conesl to MINLP problem form.
The MINLP problem is then solved by the Branch Bodnd (B&B) approach. The problem
is solved by relaxing or fixing the integer vari@bland solving a continuous NLP. The

relaxed NLP problem is solved here by Sequentiadpatic Programming (SQP) method.

4.3.1.1 Consideration of Locationin MIDO

Immediately after the occurrence of the contingerlog system goes into dynamic
(or transient) phase, which can extend from fewliseitonds to few seconds. During the
transient phase fact acting controllers are useédtore the system. Once the transients die
out the system attains steady state which can @xtanhours with the help of slow static
controllers. The difference in dynamic and staehdwior of the system occurs due to the
consideration of dynamic and static response ofithéces such as generator, and load. It is
worth noting here that voltage problems are mathilyen by load location, magnitude and
characteristic.

In static analysis the optimal locations found batis optimization (SO) are mainly

dependent upon the location and magnitude of tlael. |While moving from static to
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dynamic analysis the location and magnitude ofltiael remains the same. The one thing
that changes is the response (behavior) of the [bae response of the load changes from
being static to dynamic. So, to control the dynameisponse of the load, the VAR support
with dynamic response is needed. If the VARs plaaedptimal locations found by static
optimization, have dynamic capability then they miag fully or partially capable of
controlling dynamic performance of load. So, if 8tatic VAR source (of right size) placed
at optimal locations found in static analysis héve capability of fast and smooth ramping
Up/Down and turn On/Off, then that would help irtigating most of the problem, if not all.
Ofcourse, it may not solve the problem completédlye to different motor load demand at
different buses. As the motor load demand at diffetbouses may differ, so the dynamic
VAR locations and amount may vary from that ofistffAR locations and amount. As static
VAR sources don’'t have the capability of fast UpADosmooth ramping, that leads to the
use of dynamic VAR sources. However, once the syst@ves from transient phase to
steady state phase then it is desired to bringiyliamic VAR source output back to ‘zero’
and let the static VAR source provide the requiredctive power requirement. Also,
sometimes a static VAR source which is enabled witlast switch On/Off capability can
reduce the amount of dynamic VAR support neededs Thtatic and dynamic VAR source
at the same location can mutually benefit from eztbler.

The good news is that there is a very high coriabetween optimal static VAR
locations and dynamic VAR locations. The only diéece is in the response characteristic of
the VAR device which is mainly driven due to thepense characteristic of the load. So the
same optimal locations that were found in statialysis for a set of contingencies can be

preferred for installing dynamic VAR sources foe ttame set of contingencies, ofcourse the
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locations may not be an optimal one for installshghamic VAR sources. This approach
couples the static analysis and dynamic analydigchwin a physical sense are also coupled.
The approach developed makes use of informatiohegad and generated during one
analysis, while solving the other. This informati@haring process covers the whole
spectrum of the problem, ensures better resultstiferwhole problem, and reduces the
overall computational complexity.

Thus, an approach is developed here which makes ofiseptimal location
information obtained in static analysis. The optitoaations obtained in static analysis are
given preference while solving the dynamic VAR edtion problem. This helps in either
completely getting rid of integer optimization @hang it with very few candidate locations.
This significantly reduces the complexity of thdemer optimization part in the MIDO

problem.

4.3.1.2 Discretization of DAE System

The optimization problem in PHASEL is formulatedwasimilar to that given in
Section 4.3 and is solved for only one contingeaty time. In PHASE1 detailed power
system model is considered, which helps in incatwog the system dynamic in the
optimization process. Due to incorporation of systelynamics in the optimization
framework the problem takes the form of MIDO.

The continuous MIDO problem is transformed to MINpRoblem through a full
discretization of state and control variables. €hane various discretization schemes such as
Imlicit Euler method, Trapezoidal method. The adage of trapezoidal method is that its A-

stable and in addition to that they have stiff gepeoperty. Thus trapezoidal method is a
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good choice for the solution of stiff DAE systemhioh is the case in power systems. In
trapezoidal method constraints are easily seteag¢tid of each element.

Trapezoidal method is used to discretize diffesdraigebraic equations into a set of
algebraic equations. The profiles of variables agproximated by a family of polynomials

on finite elements. The time interval,t, ] is divided intoNt finite elements of lengthn,

Nt
such thaty h =t, —t,, wheret=t,_, +hz, tO[t,.t,], rO[o1].
i=1

The differential variables are required to be qmmus throughout the time horizon,
while the algebraic and control variables are aidwo have discontinuities at the boundaries
of elements. Thus by discretizing the differenafdebraic equation, the original MIDO is
transformed into MINLP form. The solution methodpjaf MINLP problem is same as that

discussed in Section 3.4.1.

4.3.2 PHASE2: Multi-Contingency Optimization

The VAR allocation done in PHAES1 may not be optim# its close to optimal and
gives a good indication about the dynamic VAR reguient to ensure system security. The
VAR allocation result obtained in PHASE1 act asoadystarting point for finding optimal
amount that is needed for a detailed dynamic systerdel. The refinement of PHASE1
result is done in PHASE2 where detailed dynamidcesgsmodel and all contingencies are
considered simultaneously.

In PHASEZ2, all the severe contingencies of PHASEELnsidered simultaneously
in the optimization framework. In this Phase the R/Aocations obtained in PHASEL are

fixed and the refinement is done only on the ama@fMAR needed.
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The problem is simplified by only considering redev inequality constraints in
SCOPF while dropping all other constraints. Theimjziation problem in this Phase is

formulated as Linear Programming (LP).

min J2=Y(C, + C,.(Qx - Q.))

cc

As the locations are fixed now, so the objectivection is modified as:

min J2=>C,(Q. -Q.)

cc
Subject to
For low voltage dip (sensitivity has a negativeuel

AV +Y Sl AQE <AV, ObOB, OcOC, 0k O SCON
cc

For duration of low voltage (sensitivity has a nagavalue)

¥+ S, AQ <7, Ob0B, OcOC, 0k 0SCON

cCc

For high voltage swell (sensitivity has a positizue)

ic

AVS +> S AQE AV, Ob 0B, OcOC, 0k 0SCON
cc

For duration of high voltage (sensitivity has aipes value)
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Tb +Zsr,b,c AQic < Tb
cic

0<Qf +AQL <Q,
-AQ,, < AQY <AQ,
0<Q, QL +AQ,
0<Qf +AQ, <Q,
Q.<Q°+AQf <0
-AQ, <AQK <AQ,
QF-AQ,.<Q,.<0

Qic = Qii _Aaic <0

102

ObOB, OcUC, 0k O SCON

OcOC, OkOSCON

OcOC, Ok O SCON

OcOIC

UcOC

OcOC, Ok O SCON

OcOC, Ok SCON

OcOC

OcOIC

Here, Q°and Q° are capacitive and inductive VAR amount from threvpus PHASE?2

iteration. In the I iteration of PHASE2Q?and @° are equal to output value of VAR in

PHASE1L. In the beginning of PHASEA@CC and A@ic can have big value which is

decreased slowly as the solution of PHASE?2 staatisng closer to the optimal solution.

This optimization formulation does not directly alve dynamic power system

models. Instead, it uses the sensitivity of voltdge and duration of low voltage to VAR
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amount, and VAR capacity constraint. So, this agpnorequires iterating between SCOPF
with only inequality constraints and time domaimsiation of detailed power system to
check (in)equality constraints. The process is agggk until some convergence criteria are
met.

At each iteration of PHASE2, VAR amount for all toagencies is obtained. Then
the network configuration is updated by includihg tdentified VAR support for each severe
contingency. The time domain simulation is caroed for each severe contingency to check
if the desired voltage performance criteria are.mbts step is necessary at each iteration of
PHASE2 as power system model is inherently nontinaad the PHASE2 optimization

problem is solved by usin@\V/AQ linear sensitivities. This feedback process heips

identifying contingencies that have voltage viaatafter the VAR amount solution obtained
from PHASE?2 LP problem is used in the network. Tieisdback process also ensures that
the result obtained from PHAE?2 is optimal.

At each iteration of PHASE2 VAR amount can be farthefined by re-computing

AV/AQ sensitivity by using the most recent network cgmfation for each concerned

contingency. The updated sensitivity informatiorfed into PHASE?2 optimization process
and the optimization problem is solved again. Téemtnation criteria for this iterative
process is that all severe contingencies satisfiage performance criteria and change in
VAR amount during the last few PHASE?2 iterationddss than the tolerance level. The
output of PHASE2 gives optimal dynamic VAR locati@md amount for all severe

contingencies.
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4.5 Results and Discussions

45.1 Numerical Results

In this section, dynamic VAR allocation results described for the test system used
in Chapter 2. The results of PHASE1 optimizatioa sinown in Table 4.1. From the table it
can be observed that contingencies are solvectindiescending order of severity. The SVC
amount obtained after solving the present contiogeis used to check which other
remaining contingencies have become non-severefoothe existing VAR amount. This is
shown in Table 4.2 where for example, by usingapgmal amount found for contingency
19-21, contingencies 19-20, 21-22, 21-32, and 1#€lddme non-severe. From the Table 4.2
it can be also observed that only 4 contingenadiesalved in PHASEL. Thus, out of a total
of 13 contingencies only 4 dominant contingencies solved. This results in reduction of
computational time and a total saving of 69.23%PHASEL1. While solving all the 4
dominant contingencies in PHASEL only 3 binary ablés were used instead of 6, as 3
locations had already been selected. Thus the exitylof the integer optimization was

significantly reduced and so was the overall raometi

Table 4.1 PHASEL: optimal allocation of SVC considering only one contingency.

lteration Line Contingency SVC allocation (p.u.)
No. From Bus To Bus| Bus 18 Bus 19 Bus 28
1 19 21 1.04 1.48 0.23
2 20 22 1.17 1.60 0.31
3 25 26 1.17 1.60 0.87
4 18 21 1.20 1.60 0.87
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Table 4.2 Non-severe contingencies after solving each dominant contingency.

lteration| Line Contingency

Contingencies that become non-severe

No. From Bus| To Bus

1 19 21 19-20, 21-22, 21-32, 14-10
2 20 22 12-18, 12-10

3 25 26 28-29, 28-25

4 18 21 18-20

The allocation of SVC obtained at the end of PHASEL 20 pu at bus 18, 1.60 pu at
bus 19, and 0.87 at bus 28.

After PHASE1 results are obtained they are furthefined in PHASE2 by
considering all severe contingencies simultaneoaslyliscussed in Section 4.3. This final
optimal allocation of SVC by considering all sevemtingencies simultaneously is shown

in Table 4.3. Thus, the total SVC installation dss$22.69 million.

Table 4.3 Optimal allocation of SVC.

. SVC amount Cost Total cost
SVC location | Q, Q | (smillion) ($million)
(p.u.) (p.u.)
Bus 18 1.189 0.00 7.445
Bus 19 1.584 0.00 9.419 22.69
Bus 28 0.866 0.00 5.829

Figure 4.4 shows voltage response of bus 19 and B@slue to line contingency 19-
21 with and without SVC. From the bus voltage resgowith SVC it can be observed that

after the fault is cleared there is no voltage @t delayed voltage recovery problem. The
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presence of dynamic VAR device (SVC), leads to fadtage recovery which in turn
significantly reduces the absorption of reactivevpoby the load as shown in Figure 4.5.
From Figure 4.5 it can be observed that due toptiesence of SVC the reactive
power demand of load returned to its pre-fault l&ted.7secs, whereas without the SVC it
took 1.7 secs. The reduced reactive power demasd|ts in less motor speed deviation as

shown in Figure 4.6.
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Figure 4.4 Bus voltage response due to line coating 19-21 with and w/o SVC.

From Figure 4.6, where it can be clearly obserned with the presence of SVC the
speed deviation is 0.02pu less than that of witl®E and the speed recovers to its pre-fault

level at 0.7secs whereas it took 1.2secs to redovies pre-fault level without SVC.
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45.2 Discussion

One vital issue in solving the multi-contingencystrained dynamic VAR allocation
problem is the huge problem size. The huge proldera arises due to consideration of
system dynamics and multiple contingencies simahasly in the dynamic optimization
framework.

One of the key factor in solving the multi-contingg dynamic VAR allocation
problem is to develop a methodology which is lessglex, leads to manageable problem
size, and reduces overall computational time. Thisghly desirable without sacrificing the
accuracy of the solution.

The major reduction in the complexity and size lé fproblem was achieved by
decomposing it into two phases. In first phaseRIHASEL, instead of solving the problem
for all the contingencies it was solved only by sidering one contingency at a time. Thus
the complexity of PHASEL is independent of the nambf severe contingencies. The
contingencies are solved in their decreasing oodeseverity. This approach immensely
helped in identifying dominant contingencies thaee to be solved, and non-severe
contingencies that can be ignored. The informatibtained from static VAR allocation is
used while solving for dynamic VAR allocation. Byvigg preference to the optimal
locations obtained for static VARs, the number iofby variables that need to be considered
while solving the contingencies in PHASEL are redlclThus, the complexity of integer
optimization in PHASE1 was significantly reduced AFHASE1 as only one contingency was
solved at a time so the VAR amount obtained ateth@ may not be accurate. The rough
estimate of dynamic VAR amount obtained in PHASEXurther refined in PHASEZ2 by

considering all severe contingencies simultaneously
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The PHASE2 optimization problem uses sensitivifypimation to formulate it as

LP, which are suitable for large problem size. HASE?2, to leverage the problem size due
to consideration of full dynamic model while coresithg all the severe contingencies
simultaneously only essential constraints are caned. In PHASE?2 only linear sensitivity
information is used in the optimization. Thus, écbmes very crucial that effective region of
linear sensitivity is used. This means that iniléAR amount information provided in
PHASE?2 optimization should be close to optimal 8otu To ensure that optimal solution is
achieved and with less computation effort, the V&Rount obtained from PHASEL1 is used
as the initial operating point. Also, sensitivitfarmation is updated after each iteration of
LP optimization by using the full dynamic model atite most updated dynamic VAR
amount.

Thus, the approach developed in this work can awlep system planners to optimize

the location and size of new dynamic reactive poseerrces on the transmission system.
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CHAPTER 5. CONCLUSIONSAND FUTURE WORK

5.1 Conclusions

This dissertation represents a significant contitsuto the highly identified need of
system planners in better allocation of reactivevgrosource. In this work a tool has been
developed for optimal allocation of static and dym@a VAR source. The tool finally offers
an answer to planner’s long awaited question ofgity allocating dynamic VAR sources
while considering system dynamics for a set of sewveontingencies being considered
simultaneously. The approach that is developed hedges the static and dynamic VAR
allocation problem. This results in maximizing thenefit of installed static and dynamic
VAR sources at minimum investment cost.

In the restructured environment, all users and n@es of power system expect
appropriate voltage level and system security afteontingency. Static VAR allocation is
done to ensure acceptable steady state systengeatal system stability. To ensure system
dynamic security and restore system performaneedeptable limits within admissible time
dynamic VAR allocation is considered in this wofthus a framework is needed for power
system static and dynamic monitoring and for manmag static and dynamic security.

Although static VAR allocation problem has beeraative research area, but there is
no industry grade tool to address this importasuies Further, very limited research has been
done by academic and industrial researchers famapallocation of dynamic VAR sources.
Mostly, dynamic VAR planning is structured mainly static analysis of the system. Thus by

static optimization based analysis; dynamic pertorae among different VAR devices, and
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their post-contingency impact on system gets igthoB®, dynamic optimization is needed to
optimally allocate VAR sources based upon theirasyital behavior and realistic system
response due to their presence

This work provides a framework with state of thecamputational method for power
system dynamic security assessment and enhancefireetdomain simulation is performed
to capture and realize the realistic dynamical taeinaof system. A tool for dynamic VAR
allocation has been developed completely in timmalo framework to ensure that system
trajectories remain within acceptable state spaceadh.

The specific contributions of this research work smummarized as follows:

1. Development of a systematic methodology by intéggathe information
obtained from static and dynamic analysis for optiynallocating static and
dynamic VAR sources. This results in optimal allowa of static and
dynamic VAR sources and enables coordinated usstatic and dynamic
VAR sources. This minimizes the overall amount rdtalled VAR sources
and maximizes their overall utilization.

2. Developed an approach to reduce the optimizatiooblpm size by
considering only a smaller but relevant set of seveontingencies and
focusing on areas prone to voltage problem. Tohas) geverity indices based
upon static and dynamic voltage response has begroged and used. The
severity indices were used to rank severe contingencies given byi@mncy
Severity Index (CSI), and rank vulnerable busemilsy Bus Vulnerability

Index (BVI).
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3. Developed a methodology to reduce the complexityloohtion (integer)
problem. First, out of all plausible locations retnetwork only few but most
effective candidate locations are selected and us#t integer optimization.
Second, the integer problem is solved by the wedwn Branch and Bound
(B&B) method. To increase the efficiency of B&B Whisolving the integer
problem, customization of the solver is done. Thappsed B&B gives power
system planners the flexibility of customizing ggram according to their
system conditions and system knowledge base. T$teroized solver guides
the search process more efficiently and reduces ctimaputational time
significantly. Furthermore, the customized produact being a black box
gives user an option of modifying the code to iaseeit’s performance, such
as but not limited to solving DFS-B&B in paralletis

4. To address the issue of VAR allocation for multiptere contingencies, an
optimization framework is proposed which solves pheblem in two phases.
In first phase i.e. PHASEL the optimization problisnformulated as MINLP
and is solved only for one contingency at a timee Tesult of PHASE1 gives
a sense of system response and VAR requirementotitpait of PHASE1
gives near optimal solution, which is fed into set@hase i.e. PHASE2. The
close to optimal solution obtained from PHASE1 istHier refined in
PHASE2 to get optimal solution by considering dfle t contingencies
simultaneously. As Q-V relationship is non-linear a close to optimal
solution of PHASEL is very good starting point RIHASE2. As the starting

point of PHASE2 is near optimal solution of PHASEhus the optimal
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solution can be achieved faster. The PHASE2 prolideformulated as a LP
problem and solves all severe contingencies simedtasly. As the
optimization formulation is linear in PHASEZ2, it fast, even though all the
severe contingencies are considered simultaneously.

. In PHASEL1, knowledge of problem domain is incorpedan the approach to
reduce the complexity of the problem. In PHASEEr¢hare three ways by
which the problem complexity and overall computadiotime is significantly
reduced. First, in PHASEL1 as only one contingesayonsidered at a time so
the complexity of PHASE1l is independent of the namlof severe
contingencies. Second, the concept of dominanirogericy is introduced and
used in PHASEL. Thus, instead of solving for adl Hevere contingencies in
PHASE1 only very few dominant contingencies areel Third, the optimal
locations obtained after solving a dominant corgimgy are fixed and used
while solving subsequent contingencies. This reguibe number of binary
variables to be considered while solving subsequentingencies. Thus, the
overall complexity and computational time of integeptimization is
significantly reduced by the proposed approach.

. Developed an approach for dynamic VAR allocatiomptetely in dynamic
framework where the problem is formulated as mixeteger dynamic
optimization. To solve the DO problem efficient remgal techniques are
implemented. To efficiently handle path (inequaliépnstraints simultaneous

discretization approach is implemented. By usimgudianeous discretization
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the DO problem is transformed into NLP form. Theuténg NLP is solved

by the state of the art gradient based nonlindaeso

5.2 FutureWork

The research work presented in this dissertatio i only made a significant
contribution in the field, but has also opened ee@as for future research. In the future work
following issues will be worth considering:

1. Coordinated control of static and dynamic VAR devie. to co-ordinate their
response time and amount. This kind of study mayire some EMTP based
analysis to better understand the impact of swighthese devices in/out on
transient voltage.

2. Each power network is different and so are the tewla. Even the output
characteristics of each dynamic VAR device arehsliygdifferent. So, it would be
good idea to do a benefit-cost analysis thereby peoimg performance of

different dynamic VAR devices against their cost.
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